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This 1is a short summary of literature from the NRL radiation physics
group concerning the transport of x-ray radiation from dense plasmas. This
group is quite likely the strongest group in the U.S. in the area as it is
applied to Taboratory plasmas.

We have accumulated 13 papers that relate to the problem of radiation
line transport (see Appendix A). These papers deal with either the theory of
transport methods or the application of these methods to specific plasma
conditions that relate to laboratory experiments. This should not be con-
sidered a comprehensive Titerature search, but only a first step toward under-
standing and selecting a method for implementation in analyzing KALIF gene-
rated plasmas. The methods are generally escape probability based and should
be quite familiar to researchers in the nuclear reactor physics community.

The papers related to methods are:

J.P. Apruzese, "An Analytic Voigt Profile Escape Probability Approximation,"
J. Quant. Spectrosc. Radiat. Transfer 54, 447-452 (1985).

J.P. Apruzese, "Direct Solution of the Equation of Transfer Using Frequency-
and Angle-Average Photon Escape Probabilities for Spherical and Cylindri-
cal Geometries," J. Quant. Spectrosc. Radiat. Transfer 25, 419-425
(1981),

J.P. Apruzese, J. Davis, D. Duston and K.G. Whitney, "Direct Solution of the
Equation of Transfer Using Frequency- and Angle-Averaged Photon Escape
Probabilities, with Application to a Multistage, Multilevel Aluminum
Plasma," J. Quant. Spectrosc. Radiat. Transfer 23, 479-487 (1980).

The papers related to applications are:

F.L. Cochran, J. Davis and J.P. Apruzese, "X-Ray Lasing in a Na/Ne Plasma
Environment," J. Appl. Phys. 57, 27 (1985).

J.P. Apruzese, J. Davis and K.G. Whitney, "Plasma Conditions Required for
Attainment of Maximum Gain in Resonantly Photo-Pumped Aluminum XII and
Neon IX," J. Appl. Phys. 53, 4020 (1982).

J.P. Apruzese and J. Davis, "Radiative Properties of Puffed-gas Mixtures: The
Case of Optically Thick Plasmas Composed of Two Elements with Similar
Atomic Numbers," J. Appl. Phys. 57, 4349 (1985).

D. Duston, R.W. Ciark, J. Davis and J.P. Apruzese, "Radiation Energetics of a
Laser Produced Plasma," Phys. Rev. A 27, 1441 (1983).
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Interpretation of the spatial énd spectral intensities of
optically thick resonance lines emitted from a spherical

laser-heated plasma
J. P. Apruzese,* J. Davis, and K. G. Whitney®

Ngwal Research Laboratory, Plasma Physics Division, Washington, D. C. 20375

(Received 2 September 1976)

We present interpretations of computed spatial and spectral intensities of the principal resonance lines

emitted from a spherical laser-heated aluminum plasma. Our interpretations are based upon frequency-by-
frequency solutions for the radiation transport equation which are coupled to a spherically symmetric time-
dependent aluminum plasma model. This model solves the coupled equations for ion and electron

temperatures and densities, atomic level populations, and fluid velocities for varying assumptions of energy
deposition within the plasma. We find that the He K, and HK, resonance line profiles and intensities of the
AIXII and AIXIII ions emitted during deposition are sensitive to the spatial plasma heating profile. By
solving for the emitted H-like K_ line intensities along various lines of sight we generate theoretical
“pinhole photographs™ of the emission of this line. These spatial H-like K, profiles are also very sensitive
to the assumed laser deposition distribution. We have also compared our numerical results with those given
by the escape-factor formula of Holstein. and we present an escape formula which is more accurate than
Hotstein’s for large optical depths when the photon sources are approximately uniformly distributed in the

plasma sphere.

N PACS numbers: §2.25.Ps, 52.50.Jm, 52.70. —m

1.INTRODUCTION

The radiztion emitted from laser-heated plasmas is
a major diggnostic tool for obtaining information on the
properties of the emitting plasma. The transport of
radiative erergy may also, in some cases, strongly
influence the energy balance and evolution of the plasma.
‘Of course in a pure DT plasma, bremsstrahlung will
be the dominant form of radiation and it is not expected
to decisively influence the energetics. Bremssirahlung
Ppreheat. however, may become important when the DT
is enclosed in microballoons of higher~-Z material.?
These higher-Z materials will also produce abundant
‘line and recombination radiation. which can influence
the energy balance and dynamics of the plasma.? One
particular aspect of the energetics is the efficiency with
which the original laser energy is converted to X rays
by the plasma, It has been pointed cut previously® that
the effects of line self-absorption and quenching must
be taken into account in an optically thick plasma to
eompute the conversion efficiency accurately. To pro-
vide a quantitative calculation of these phenomena and
a diagnostic basis for interprefing optically thick line
radiation emitted by laser-heated plasmas, we have
incorporated a radiation transport scheme into our
inhomogeneous hot-spot model.* In Sec. II the radiation
transport scheme is described, and results for line
profiles and intensities are presented. In Sec. III we
present calculations of the spatial distributions of line
radigtion, and discuss the diagnostic value of limb-
darkening (or limb-brightening) measurements in vari-
ous lines. In Sec. IV the work is summarized and further
ongoing research in laser-plasma radiative transfer
is described.

1. SPECTRAL PROFILES AND LINE INTENSITIES

In the present investigation we seek to determine how
the resonance line profiles (and intensities) depend
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upon various properties of the emitting plasma. We
have shown previously®® that an accurate evaluation of
the line intensities requires a frequency-by-freguency
solution of the transfer equation to compute the profile,
followed by an integration under the profile. The use of
escape factors for the lines may underestimate the
emitted intensities in spherical geometry by a large
factor.® Thus, in seeking to explain emitted intensities,
we must analyze the factors which affect the underlying
line profile. These factors are the line source function

-$, (its absolute value and gradient) and the line Doppler

width and optical depth as a function of distance through
the plasma. The line will contain information about
these variables.

In solving the equation of radiative transport at each
frequency we have now combined a diffusion (or
Eddington) approximation with a ray-tracing scheme
similar to one previously described.” When the plasma
optical depth at line center becomes large, the radia-
tion field in the interior of the plasma at frequencies
close to line center is very nearly isotropic. The
Eddington approximation® K, = 3J, is employed whenever
these conditions are met. However, as we approach the
outer boundary of the plasma, the isotropy of the radia~
tion field is destroyed and this approximation is no
longer appropriate. To take account of this fact the
radiation field is computed along a series of rays in
these optically thin or grey outer boundary regions.
Each ray is characterized by the angle 8 with which it
intersects a radial at the “boundary” between the thick
and thin regions. (The location of this boundary is, of
course, frequency dependent.) If the source function
S, is expanded in a Taylor series at the boundary be-
tween the thick and thin regions, and the resulting ex-
pression substituted into the formal solution to the
transport equation, it is straightforward to show that®
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where 7, is the optical depth at the point of interest,
measured radially inward, and I, is the specific inten~
sity of outward-traveling radiation along the ray char-
acterized by p=cos6. The I (1) of Eq. (1) was taken to
be the specific intensity fed to each u ray by the thick
plasma interior to the outer boundary region. In prac-
tice, little or no accuracy is gained by using terms past
n=2. When the total plasma optical depth is less than
~10, a ray~tracing network is used throughout the
entire sphere. At frequencies which are very thin
(7,50.05) reabsorption can be ignored. At these fre-
quencies the radiation transport reduces to a computa-
tion of the geometrical dilution of the radiation field
caused by the radial divergence of spherical symmetry.

Radiation transport calculations have been carried out
using ten frequency groups in each of the Al XII 1s%-1s
2p and A1 XIII 1s-2p transitions. These will be referred
to here as the “He-like” and “H-like” resonance lines.
Feautrier’s*® method has been used to compute I, along
each ray, and the three transport moments J,, H,, and
K, are computed at each step by a numerical integration
over angle. We note that the radiation energy density
is 47J,/c, the net radial flux is 47H,, and the radiation
pressure is 47K, /c in this notation. Using the Eddington
approximation in optically thick regions represents a
significant savings in computation time over the pure
ray-tracing scheme previously used.® No angular in-
tegration is now necessary in the optically thick regions,
which represent a large fraction of the plasma volume
for most of the critical first 200 ps of the plasma’s
history. The power series of Eq. (1} allows coupling
of arbitrarily high accuracy between the thick interior
solution and the ray network of the outer boundary
regions. The detailed mathematics of the radiation
transport calculations have been described elsewhere, !*

Once evaluated, the radiation field is coupled into the
basic equations governing the behavior of the plasma.*
These equations are

3,p+V* (pv)=0, @
3,(pv)+v° (pvv)==Vp, )
a‘(%N‘kTi)+v-(%N,kT'.v)z-p,.V°v+éw (4)

3,GNET, +3N kT, + E, + 5p1?)

+ve [(%‘Vek Te + %J\YikTi + Ei + ’;‘PUZ)V]

=S,~-V-(q+pv)-R,-R,, (5)
3N, +V (N V)=2 W,N,, (®)

where V=¢,3,. In these equations, N, is the ion number
density (=} N,), p is the plasma mass density, p is the
total pressure, S, is the laser power density (assumed
absorbed by the electrons), which is a prescribed func~
tion of time, and R, and R, represent the local rates of
bremsstrahlung, and line and recombination losses,
respectively. Qe, represents the local flow of energy
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between electrons and ions due to any temperature dif-
ferences between them, and q, is the electron heat flow
vector, equal to -K, VvT,.

The calculated radiation field enters the above coupled
equations directly at two points—via the R, term in Eq.
(5) and in the rate matrix W,, of Eq. (6). That part of
R, which represents line losses is calculated from the
moment H, at each frequency in the line, and integrated
over frequency. More specifically, we have divided the
plasma sphere into ten shells. Within each shell, the
properties of the plasma are assumed homogeneous,

If v, and 7,, are the boundary radii of the jth plasma
shell, we have, for the jth shell

R,(line losses) = (47/V,) J:! (4nr® H
ne

27 )
pRUSPREL ) Hw)du,

)

where V, is the volume of the jth plasma shell, and the
frequency intervals, of the integrals extend over the pro-
files of each line considered in the model. The cal-
culated radiation field enters the rate matrix W, of

Eq. (6) in the terms representing transitions from the
ground states to the excited states of each line con~ ~
sidered, via radiative excitation. For example, for ex=
citation of the 2p level from the 1s level of AL XIII we
have

sz-x, = ‘Vcollls + anmat >
where
e 47d,
W,, -y j(radiative) = Line ; Lk, dy, ®
profile v

where &, is the linear line absorption coefficient {in
em!) corrected for stimulated emission. During &
typical calculation described below, the radiation field
is recalculated and the moments J, and H, fed into the

.coupled equations more than 3000 times as the plasma

evolves. Changing the rate of recalculation has shown
this update rate to be more than sufficient for high
accuracy.

A principal effect of line self-absorption is that
photons which are reabsorbed may be destroyed in the
act of scattering by ionization or collisional deexcita-
tion. This reduces the line’s intensity over that which
would be calculated if no reabsorption were assumed.
To take account of this reabsorption, an approximate
escape probability formula developed by Holstein'? is
often used. In a spherically symmetric medium, it is
sometimes assumed in applying Holstein’s formula that
the photon escape is characterized by an average path
length equal to the sphere radius. If the optical depth
at line center along a radius is 7,, Holstein’s formula -
predicts an average photon escape probability P, such
that

1
Pﬂ - 70(71' 11170)17.2— . (9)
It is clear that if most of the photons originate near the
sphere center, Holstein’s formula will be quite ac-
curate. This situation will prevail if most of the plasma
heating, by compression or laser deposition, and hence
most of the line excitation, occurs in the plasma in-
terior. However, if the heating is uniform or concen-
trated near the outer boundary of the plasma sphere,
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most of the photon creation will not occur near sphere
center. and some of the photons will be able to escape
easily by traveling radially outward along a path length
far shorter than the radius. This effect leads to a
much higher escape probability for uniform or exterior
deposition than that given by Hoistein’s formula, as
reported earlier® (Fig. 1). To obtain an analytic esti-
mate for the escape probability when the sources are
not concentrated near the sphere center we may con-
sider a sphere of unit radius with a photon source func-
tion equal to unity throughout the sphere. The optical
depth at line center along the radius is v,. Letting x
stand for the frequency displacement from line center
in Doppler widths, and adopting the radiative transfer
notation of Chandrasekhar,® we find that the total photon
egergy escaping the sphere is

4+ sl
Epne=41 [, 27 [, L, 7=1)pududx. 10)
Using the well-known solution for I, along a finite uni-
form source function ray and recognizing that there is
no incident radiation upon the sphere {I-1<p <0, 7
=1)=0] we find

:8,721:: j;l {1 ~exp[-2u1, expl~s®)Jududx.
(11)
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FIG. 1, The ratio of numerically calculated escape probabili-
ties for a spherical laser plasma to that given by Holstein’s
formula. Results are given for cases of uniform, exterior,

and interior laser energy deposition. The top curve represents
the analytic estimate for the escape probability for uniform
sources given by Eg. (153},
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The u integral can be evaluated in closed form. but
not the resulting x integral. To approximate the integral
in the optically thick limit we note that, for opficallx
thick frequencies,

E  apel¥) =47 z, {12)
We now make the assumption (which is quite accurate
at high 7,) that Eq. (12) is valid for 7(x)> 1, and that
E (x)=0 for v{x) <. This corresponds to a line

escaype
profile that is flat topped for frequencies of optical

- depth unity or greater and zero for the far wings where

7(x) <1. Essentially we are ignoring those few photons
escaping in the far wings of the line. Under this as-
sumption, we have
x=+(1n7g) 1/ 2
Ees E: ° ;
cap Yxz={1nTg)L/ 2

72dx =87 %(In7 )t/ 2, (13)
where the integral is confined to the core of the line

such that 7, exp(~ %) > 1. The total photon energy
created internally in the plasma unit sphere is

Ecreated: (‘2‘7}')4'47 f_,, jzdx
=X wzf; 7o exp(~x %) dx

=1875/%7,. (14)

Thus, ignoring the difference in photon energy across
the line profile we find

87%In7, _ 3(n7 )72 .
= = - 1
Punuorm 13:1”5/270 270(5)“2 (15a)
and

Punlform/PH :% lnTo- {15b)

Equations (152a) and (15b) show that the escape prob-
ability for uniformly distributed photon sources in

_spherical geometry is greater than that given by

Holstein’s formula with the sphere radius as the char-
acteristic escape distance. We have plotied the escape
probability of Eq. (15a) in Fig. 1 in a comparison with
the Holstein approximation and with the actual photon
escape probabilities calculated using our numerical
transport scheme at various optical depths during the
aluminum plasma’s evolution. It is easily seen that the
present formula is preferable to Holstein’s when the
heating is uniform or mostly exterior. The present
formula is seen to be quite accurate as 7, becomes
greater than ~500, and more accurate than Holstein’s
{(for uniform or exterior heating) for all 7,> 70.
Holstein’s formula is, of course, more appropriate
when the sources are mostly near r=0.

We have calculated time-dependent H-like and He-like
resonance line profiles for varying assumptions for the
region of plasma heating and for cases of uniform initial
density and increasing plasma density near r=0. In
each case we have deposited 32 J of energy into a 320-
u-radius aluminum sphere at an ion density of 7.7x10%
cm? with a 50-ps Gaussian pulse peaking at =50 ps.
Since the line profiles and intensities are sensitive to
the spatial distribution of the energy deposition, we
will concentrate first on the line emission which takes
place during the time of deposition. Figures 2 and 3
present the time integral (to 100 ps) of the H-like and
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FIG. 2. The He-like resonance line profiles integrated over
the time of laser energy deposition (0—100 ps) for an initially
" uniform plasma for the cases of interior, exterior, and uni-
form laser energy deposition.

He-like resonance line profiles for the cases of exterior,
uniform, and interior deposition. For the exterior de-
position we have deposited only 59% as much energy
per unit plasma mass at =0 as on the outer radius of
the plasma sphere, as if the total sphere diameter
represented one mean free path for laser energy ab-
sorption. Even this mild deposition gradient significant-
ly affects the resultant resonance line emission. The
“interior” deposition calculation idealizes the situation
in which a microdot of preionized aluminum is heated
by a laser beam whose focal spot is smaller than the
sphere, or where shock or compressional heating of

the core occurs. As is apparent from Fig. 2, more
energy is emitted in the He-like resonance line for the
cases of uniform and exterior deposition than for the
case of interior deposition. This is in part a reflection
of the enhanced escape probability for the former two
cases as opposed to the case of interior deposition. The
lowered energy emission for interior deposition appears
in the line profile as a deep self-absorbed core, deeper
than the self-absorption which would be produced solely
by boundary effects on the line source function.® These
calculations show that if the region of laser deposition
is surrounded by a layer of the same element in which
less laser energy has been deposited, the resonance
line radiation losses during heating are reduced.

670 J. Appl. Phys., Vol. 48, No. 2, February 1977

The development of the H-like resonance line exhibits
some qualitative similarities to that of the He-like
resonance line. The line first displays a near-Gaussian
optically thin emission profile, which saturates and
develops a self-absorbed core as the ongoing plasma
ionization increases the line optical depth. The boundary
effects previously noted® are also operative for the
source function of the H-like line and are responsible
for a portion of the self-absorbed core. However, we
find that it is more difficult to remove the H-like self-
absorbed core by depositing the laser energy in the
outer regions than to similarly remove the He-like
resonance line core (Fig. 3). This effect may be ex-
plained as follows. Removing or lessening the He~like
absorption core is accomplished by increasing the He-
like line source function in the outer layers (from where
photons may easily escape). This source function en-
hancement results from large laser deposition in the
pellet exterior. But enhancement of the He-like reso~
nance line source function increases the relative He-
like ion 2p population. When the 2p population is in-
creased, collisional ionization to the Al XIII ground
state increases also, which helps absorb H-like line
radiation and enhances the self-absorbed core of the
H-like line. This pumping mechanism has been referred
to in a slightly different context by Whitney and Davis.®

When the deposition is nonuniform, Fig. 2 shows that
the He~like resonance line profile changes {over the

. deposition time integral) to reflect the different amount

Al Xilt 1s-2p

INTERIOR

RELATIVE INTENSITY

{
1.0 20 AA

(m;&)

TIG. 3. Same data as Fig. 2, plotted for the H-like resonance
line.
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FIG. 4. Optical depth at line center in the AIXII and A1XIII
resonance lines, electron temperafure at plasma center, and
radiation temveratures at the centers of the two lines at
plasma center are plotted as functions of time. Laser energy
deposition was assumed uniform in the case shown.

of self-absorption occurring in the different spatial
locations of the photon sources. It is also apparent from
Fiz. 3 that the greater self-reversal for the H-like
profile for interior deposition is not as pronounced as
in the case of the He-like profile. This merely reflects
the fact that the optical depth of the H-like resonance
line is not as large as that of the He-like line during

the deposition (Fig. 4).

In all of the calculations described to this point, we
have assumed a uniform initial mass density which is
chosen so that total ionization of the plasma yields an
electron density of 10%* cm?, critical for 1.06-u laser
radiation. To determine the effect of possible density
-gradients upon the emitted line profiles and intensities,
we have made a series of calculations in which the
outer edge of the sphere is about 509 underdense, with
a smooth density ramp to a 50% overdense plasma at
the center. These calculations show that the dominant
line profile trends described above are not upset by

CENTER

L

- OUTER BOUNDARY
5
g 05~
5.4

1 i 1 1 i A 1 \ ! J
0 23 L] 60 80 100 120 140 160 180 200

t{ps)

FIG. 5. The electron temperature in keV at plasma center and
at the outer boundary as a function of time, for the case of
uniform laser energy deposition,
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FIG. 6. The fraction of 2ll ions in the AIXII 1s? and 1s 2p

states at plasma center plotted against time for the case of uni-
form laser energy deposition.

this density gradient. The main effect is that, in each
case, the degree of self-reversal is enhanced. This
enhancement results from the reduced collisional ex-
citation rates in the outer regions, which depress the
line source functions, inhibit photon escape, and in-
crease line core absorption. The relative self-reversals
for different deposition assumptions are esentially un-
changed. It should also be noted that the effects re-
ported here, resulting from differing laser spatial
heating profiles, would also occur with any plasma heat-
ing mechanism (for example, compression) which is
capable of producing similar spatial temperature
profiles.

We will now examine the postheating behavior of the
plasma. Some of the important features of this behavior
are illustrated in Figs. 4—17. The buildup of line photons
in the plasma reaches a maximum around #=120 ps.
Defining radiation temperature as the temperature of a
blackbody which would produce the same mean intensity
as is calculated for the two resonance lines, we note
that the central radiation temperatures of the two
prineipal resonance lines at =120 ps are about 500 eV.
This contrasts with the electron kinetic temperature of
over 800 eV. The line optical depths do not reach suf-
ficiently high values to allow the radiation fields to
thermalize; thus the entire plasma is coupled to the
boundary to some degree. The lack of photon sources
outside the plasma sphere dilutes the interior photon
intensity below the (blackbody) values which would
prevail if the plasma were much larger.

. Apruzese, Davis, and Whitney 671
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FIG. 7. Same as Fig. 6, except the ion fractions for the
AlXII 1s and 2p states are shown.

The decay of electron temperature and excited-state
populations following deposition is illustrated in Figs.
5-—7. During the relatively long plasma decay phase,
both principal resonance lines maintain sharply self-
reversed cores until the lines again become optically
thin and thus quite weak. At £=80 ps (when most of the
heating is over) a significant difference between the
electron temperature at plasma center and that at the
outer radius develops due to radiation cooling. The

10F -
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FIG. 8. The Eddington factor is given as a function of time for
the cases of interior and exterior laser energy deposition.

The factors plotted were computed at the outer boundary of the
plasma sphere at the centers of the H-like and He-like princi-
pal resonance lines.
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outer electrons continue to cool faster than the central
electrons due to these processes, resulting in a widening
with time of the temperature difference.

Following the period of heating, multiple photon scat-
tering tends to concentrate the photon source function
somewhat toward the plasma center for all three dif-
ferent heating profiles. Thus we do not find large dif~
ferences in the total radiation emitted in 200 ps in the
two principal resonance lines. For the cases of uniform,
interior, and exterior heating, 1.44, 1.41, and 1.45
J, respectively, are emitted in these lines in the first
200 ps of the plasma’s history.

111, SPATIAL INTENSITY DISTRIBUTIONS

The technique of pinhole photography is an established
experimental tool in the diagnosis of laser-produced
plasmas. Recently, Feldman ef al.*® have described
techniques which may lead to the experimental produc-
tion of spatially and spectrally resolved images with a
time resolution of a few tens of picoseconds. Our trans-
port calculations provide a predictive and diagnostic
capability for use in conjunction with such experiments.
We will concentrate on the emergent radiation field and
the relationship of its spatial profile to the location of

1 1

25}

EXTERIOR DEPOSITION
oseceeensene UNIFORM DEPOSITION
————— INTERIOR DEPOSITION

2.0 ' -

1(p) /o)

1 | S~y
0 100 200 300
plp)

FIG. 9. The frequency-integrated spatial profiles of the
principal resonance line of Al XIII. The impact parameter of
the emergent ray is plotted against its intensity, which is nor-
malized to 1.0 at P=0. Spatial profiles are shown for the
cases of uniform, interior, and exterior deposition, at ¢=50
and 75 ps.
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energy deposition and the optical depth of the plama at
the frequency of interest.

One measure of the spatial radiation distribution at
the outer plasma boundary is the “Eddington factor”
f,=K, J,, mentioned in Sec. II. This factor will equal
4 for a uniform hemisphere of radiation but will equal
unity if the radiation source is highly concentrated in
the plasma interior, that is, in the direction p=1. In
Fig. B we have plotted f, at the centers of the principal
Al XIT and Al XIII resonance lines at the plasma outer
boundarv. We consider the contrasting cases of interior
and exterior plasma heating. We note that f, is closer
to 5, as expected, for the exterior deposition cases.
During the optically thin or grey phases of interior
deposition. f, is about 0.7—0.8. However, as the
plasma thickens, the photons emitted from the interior
never reach the outer boundary and thus f, goes to $ for
these interior deposition cases also. This fact is further
illustrated in Fig. 9, where the H-like frequency-in-
tegrated resonance line intensity is shown as a function
of the impzact parameter along which the ray is emitted.
We note that, for exterior deposition, the plasma is
highly limb brightened in the H-like resonance line at
{ =50 ps, when the line is thin. By 75 ps, however, the
1limb brightening is less pronounced due to the opaque-
"ness at large optical depth. The same basic effects hold
true for the extreme limb darkening of interior energy
deposition, as is also shown in Fig, 9. We find that the
uniform deposition also produces some limb darkening,
and this is due to the smaller path length along very
.obtuse angles and boundary effects on the line source
function, which we have described more fully else-
where.® But the basic conclusion of Fig. 9 is that the
spatial ALXIII resonance line intensity is quite sensitive
to heating profiles. We have found that the A1 XII He~
like line spatial profiles are not quite as sensitive
because the production of A1XII ions is not as sensitive
to electron temperature {and thus to deposition) in this
energy regime. It should be noted that the optical depth
effects on limb darkening may be separated out by
observing simultaneously the spatial profiles of the
ALXIII 1s-3p, 1s-4p, and higher, thinner lines. These
thinner lines should increasingly provide direct de-
positior information not as interwoven with self-absorp-
‘tion effects. By noting which line in the sequence first
shows smatler limb darkening {or brightening) we might
well diagnose quite accurately the line optical depths,
and thus the number of A1XII ions in the ground state
along the observed path length.

V. SUMMARY AND CONCLUSIONS

We hzve shown that the spatial and spectral intensities
of the two principal resonance lines of Al XTI and Al XIII
can, even when the lines are optically thick, provide
important diagnostics of the properties of the emitting
plasma. We have shown that the Holstein escape-factor
formula is not appropriate for spherically symmetric
systems unless the photon sources are concentrated
near the center of the sphere. We have derived an
escape probability formula which is more accurate than
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Holstein’s for the spherical case of uniform photon
sources. The different escape probabilities for different
photon source distributions result in different line pro-
files and intensities when the spatial distribution of en-
ergy deposition is changed. The spatial distribution of
energy deposition was found to be reflected in different
“pinhole photograph” spatial profiles of the line emis~
sion. These spatial profiles are also somewhat depen-
dent on the line optical depth and, when properly in-
terpreted, can provide information on the line optical
depth as well as the spatial photon source distribution.

Consideration of certain other effects should result
in a further expansion of the diagnostic potential of these
lines. One such effect is the strengthening of the wings
of the line profile by collisional broadening and radia-
tion damping. This will transform the Gaussian Doppler-
broadened profile considered above into a Voigt profile.
This will increase j, and %, for the line at large fre-
quency displacements from line center and thus affect
the photon escape (Sec. II). Another (and potentially very
important) effect is the broadening of the line profile
by the frequency Doppler shift of plasma mass motions.
This broadening mechanism will generally lead to a
wide asymmetric line profile. Irons'? has suggested that
this effect may provide an additional diagnostic of
plasma expansion or compression velocities., These
additional effects are now under consideration and will
be discussed in a future paper.
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By self-consistently calculating x-ray spectra from first principles, we have delineated the relationships between the
spectrum and the state of compression and heating of a neon plasma in detail. A collisional-radiative model
including Stark line profiles is used to determine the highly ionized high-density states of neon. One of our
calculated spectra reproduces remarkably well an experimental spectrum obtained from laser implosion by Yaakobi
et al. and indicates compression conditions significantly different from those obtained assuming the validity of local
thermodynamic equilibrium. Implications of our calculations for spectroscopic diagnoses of fusion plasmas are

discussed.

L. INTRODUCTION

One of the most widely used techniques to diag-
nose the properties of transient fusionlike plasmas
is to analyze their x-ray emissions. In an example
of the use of such methods, Yaakobi et al.! have
measured the K -series emission spectrum from a
neon plasma produced by laser implosion of a
glass microballoon filled with neon at 8.6 atm
pressure. Using a methodology that assumed the
ionization conditions of the plasma and that ac-
counted for opacity and Stark broadening of the
Lyman-a and Stark broadening of the Lyman-33
and Lyman-y lines, they ascribed a density of
0.26 g/cm?® (ion density, 7.8x10%! cm-?%) to the
neon emission region. From the measured line
intensity ratios I(LyB8)/I{1s*-1s3p) and I{Lya)/
I(Lyp), an electron temperature of 300 eV was
inferred in the context of an LTE plasma model
whose line radiation was assumed to be a Planck
function—saturated. In this paper, we show that a
theoretically self-consistent, steady-state analysis
of all the main features of such spectra can be
carried out that is based on a first-principles cal-
culation in which the only free parameters are the
average plasma properties of temperature, densi-
ty, size, and velocity profile. This analysis leads
to a set of general principles governing the rela-
tionships of high density, optically thick plasma
properties to their emitted spectra. As a specific
example of the application of such principles, we
demonstrate that our calculations reproduce well
the neon experimental spectrum discussed above
and lead to a diagnosis of significantly lower den-
sity and higher temperature. Furthermore, our
investigation allows an exposition of how and why
a self-consistent physical model reproduces an
experimental spectrum, while a simpler but in-
appropriate model such as LTE may lead to mis-
calculation and/or misinterpretation of the spec-
trum.

II. PLASMA MODEL

For spectrum calculations we have employed a
detailed multistate, multilevel model of ionized
neon in the context of collisional-radiative equilib-
rium and an assumed spherical geometry. Since
virtually all of the neon at peak compression con-
sists of lithiumlike or more highly siripped ions,
the model includes only the ground states for
NeI-Ne VII. For lithiumlike Ne VII, the atomic
model includes the excited states 1s%-2p, -3s, -3p,
-3d, and -4d. For heliumlike NeIX, we have the
excited-state manifold 1s2s 'S, 1s2p °P, 1s2p'P,
and the n =3 and n =4 singlet states. For NeX,
n=2, 3, 4, and 5 as well as n=1 are included.

All of the lines appearing in the Rochester
spectrum (Lya, 8, andy, NeIX 1s%-1s3p 'P,
1s’-1s4p 'P, as well as 1s®-1s2p !P) are calcu-
lated by self-consistently solving fully coupled
nonlinear radiation transport and rate equations.?
Most importantly, the calculation also includes

the self-consistently computed effects of Doppler,
Stark,3 and mass-motional line broadening. Addi-
tionally, the calculated spectra are convolved with
1.5 eV of experimental (Gaussian) broadening.'
However, in most cases, as pointed out by Yaakobi
et al., the experimental broadening has little or no
effect due to the large Stark linewidths. The rate
equations and the radiative transport equation are
also used to solve in detail for the continuum radi-
ation arising from recombination from the bare
nucleus to the n =1 and 2 states of Ne X, and from
NeX n=1to NeIX 1s?'S and 1s2p3P.?

With the exception of electron collisional excita-
tion rate coefficients and spontaneous decay rates,
the methods of calculating the various rate coeffi-
cients used in this study have been described in
detail in previous papers,!*® and only brief refer-
ence will be made to these. Every state is cou-
pled to the next (energetically) highest ground
state, by collisional ionization and collisional re-
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combination. Additionally, photoionization and
radiative recombination are computed in detail for
the states mentioned above. The collisional ion-
ization rates are calculated by Seaton’s prescrip-
tion,® and the photoionization cross sections are
calculated in the hydrogenic approximation” using
effective free-bound Gaunt factors.? Collisional-
and total-radiative recombination rates are then
calculated as the detailed balance of these. How-
ever, the details of the frequency dependence of
the hydrogenic photoionization cross sections are
replaced by a simpler exponential profile for the
recombination process.? In addition, adjacent
ground states are coupled by dielectronic recombi-
nation® found by summing capture rates over a
manifold of states above the ionization limit which
then decay via cascade to the ground state.

Excited levels of a given ion are coupled to the
other excited states in the model and to the ground
state by electron collisional excitation and de-
excitation, and by spontaneous radiative decay.
Collisional couplings include forbidden and spin-
flip transitions as well as those which are dipole
allowed. For Ne X, the Coulomb-Born approxima-
tion!® was used, while a distorted-wave calculation
with exchange'! was used to calculate the coeffi-
cients for NevIn and NeIX. Comparisons of these
two methods have been made for several transi-
tions in hydrogenlike Al XmI,'? and excellent agree-
ment was obtained.

As mentioned above, line photon reabsorption is
taken into account by solving the radiation trans-
port equation for six selected resonance lines,
five of which appear in the published Rochester
spectrum’ (taken by Yaakobi et al.) and are gener-
ally used as diagnostics for neon- or argon-filled
pellet targets. The present model neglects the
effect of radiation reabsorption for lines which
couple two excited states, even though such lines
are optically thick in some of the cases discussed
below. This simplification, however, results in
no significant error in these cases, where the
density is so high that collisional rates coupling
excited states vastly exceed radiative rates and
thus dominate the cross coupling of these levels.
Unless these lines appear in the spectrum to be
analyzed, it is not necessary to perform the radi-
ation transport calculations for them. The same
principle does not apply for the resonance lines
dominating most spectra, where the reduced col-
lision rates and higher radiative rates result in
comparable importance for collisions and radia-
tion, or even radiation dominance in the couplings.

Details of the radiation transport and photocou-
pling calculations are given elsewhere?'!? and will
not be elaborated here. However, an additional
feature —the calculation of the effects of the dif-

ferent Doppler shifts caused by the inhomogeneous
velocity profile of a plasma implosion on the
emitted line profiles—has been included in the
radiation transport algorithm. These effects will
be fully discussed in an upcoming paper, but in
the particular results of this paper it served us
mainly to confirm what had been suspected, that
even at implosion velocities of 2X 107 cm sec-!,'*
the effects are small due to the large Stark widths
of the lines at high density. For lower density
plasmas the effects can be quite significant but it
is of little concern here.

In the analysis detailed below, spectra calculated
for steady-state plasma conditions are used to in-
terpret an experimental, time-integrated spec-
trum. While this approach may at first seem
questionable, it was justified for the cases con-
sidered here—short-pulse Nd laser drivers—by
Yaakobi et al.!% in their letter on argon-filled glass
microballoon experiments. They found from ex-
tensive hydrodynamical simulations of spherical
target compressions that the most energetic emis-
sion of hydrogenlike lines occurs during a 10-psec
time interval during which the plasma properties
change little, spatially or temporally. These theo-
retical results, coupled with the fact that our
analysis obtains striking agreement with experi-
ment, indicate that this assumption can be pro-
ductively employed under these conditions to inter-
pret the emission properties of plasma cores under
spherical compression.

III. COMPRESSION DIAGNOSTICS
WITH CALCULATED SPECTRA

It is widely recognized that pellet compression
along a low adiabat is most desirable in achieving
maximum density prior to thermonuclear ignition.
Hence, a major goal of laser-driven pellet com-
pression experiments is to obtain the highest pos-
sible implosive drive while minimizing preheat.
Knowledge of the degree to which this goal is met
experimentally may be obtained from a variety of
techniques, and one of the prime tools available
is spectroscopy. For this purpose, one must know
the sensitivity of the emitted spectrum to the
plasma’s density and temperature. Figure 1 pre-
sents three neon spectra calculated for a spherical
plasma in CRE. They illustrate the evolution of
the emitted spectrum as the same mass of neon is
progressively compressed to higher densities and
lower temperatures (i.e., along lower adiabats).
The lower the adiabat, the closer to the top of the
figure the spectrum appears. Increased density is
primarily reflected in the widening of the lines due
both to larger intrinsic Stark widths and possible
opacity broadening. This effect has been utilized
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FIG. 1. Three calculated spectra are shown which il-
lustrate, from bottom to top, the changes in spectral
signature which occur as a constant neon mass is com-
pressed to higher densities and colder temperatures.
The spectra are calculated assuming that the neon
plasma is in collisional-radiative equilibrium (CRE).
The exterior pellet temperatures decrease from those of
the core in accordance with the gradient described in
the text. Only the middle spectrum includes the (negli-
gible) pumping effect of the Na x impurity line at 1.13
keV.

for argon compression diagnostics in the case of
optically thin nonopacity broadened Stark lines.'s
The line profiles (as opposed to line intensities)
are relatively insensitive to temperature. ¥ How-
ever, effects of opacity broadening are specifically
illustrated below in the interpretation of the Roch-
ester neon experimental spectrum?! taken by Yaakobi
etal.

The pronounced temperature sensitivity of the
emitted spectra is also apparent in Fig. 1. As the
temperature is decreased from 600 to 450 to 250
eV, the intensity of the helium-like 1s2-1s3p P
line at 1.074 keV increases dramatically relative
to the hydrogen-like Ne X lines. In the Rochester
spectrum, the NeIX 1s?-1s4p 'P line (at 1.127 keV)
was obscured by the impurity line NaX 1s2-1s2p P,
which is equal in wavelength to 1 part in 10°. In
fact this sodium line will optically pump the NelX
level populations to some degree due to this close
resonance. In the middle spectrum of Fig. 1 the
effect of this impurity line has been included—the
intensity having been derived from our computed
fit to the Rochester spectrum’ (taken by Yaakobi
et al.) in Fig. 2. We included the sodium pumping
line by assuming that the flux directed inward
from the microballoon toward the neon filler is
the same as the inferred flux directed outward.
However, by calculating the emitted neon spectrum
without the pumping influence of the impurity line,
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FIG. 2. The top spectrum was obtained by Yaakobi et
al. at the University of Rochester from a laser-imploded
microballoon filled with 8.6 atmospheres of neon. The
bottom two spectra were calculated assuming CRE. The
middle spectrum provides the best fit to the top one and
arises from a plasma of T,=385 eV, »=11.4 um at N,
=4.5%10% cm™, The bottom spectrum would be emltted
by aaplasma of T,=300 eV, r=9.5 ym, at Ni=T. 8 x10%!
cm

we have determined that the effect is negligible for
these dense plasmas with high collisional cross-
coupling rates between excited states. Therefore,
the line has been omitted in some of the calculated
spectra presented in Figs. 1-3, since its effect on
the level populations is negligible.

Equally apparent as the helium line intensity
change is the relative increase in the continuum
radiation arising from recombination to the ground
state of Ne IX as the temperature decreases. In-
deed, at a temperature of 250 eV the Lyg and Lyy
lines which sit on top of this continuum feature
(whose edge lies at 1.196 keV) are more properly
regarded as “line-continuum features” rather than
pure lines. The appearance of this strong continu-
um edge can place strong constraints on the diag-
nosed temperature. Also, the continuum opacity
may significantly affect both the shape and strength
of the observed features arising from bound level
transitions. Similarly, ionization by line pho-
tons —especially important when the lines are very
wide due to Stark effects—may significantly affect
the ionization balance of the plasma.

Having noted the spectral differences arising
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FIG. 3. The three calculated spectra shown represent
the results of employing commonly used, but inaccurate,
approximations. The top spectrum would be emitted by
a neon plasma with pure Voigt line profiles whose condi-
tions are those of the “best fit” of Fig. 2. The middle
spectrum maintains the same physical conditions as the
top, but Stark line profiles and LTE are assumed. The
bottom spectrum arises from the same mass of plasma
assumed to be in LTE but with a temperature of 300 eV
and a radius of 10 um. The sodium impurity line at
1.13 keV is included in these spectra.

from changes in density and temperature, we in-
vestigated the possibility of obtaining a fit to the
Rochester experimental spectrum® using our first-
principles ionization calculation, in which only
temperature, density, size, and velocity variations
in plasma conditions could be made.

The results of this effort are graphically sum-
marized in Fig. 2, where the Rochester experi-
mental spectrum (taken from Ref. 1) and two cal-
culated spectra are displayed. The middle spec-
trum of Fig. 2 represents an excellent {it to the
experimental spectrum displayed at the top of the
figure. This “best-fit” calculated spectrum would
arise from a spherical neon plagsma of ion density
4.5%10% ¢m-? and radius 11.4 um, having an elec-
tron temperature of 385 eV from »=0 to »=8.8
um that then decreased smoothly to 296 eV at the
surface. This gradient was inferred in a previous
analysis of the degree of line self-reversals in
such imploded plasmas,!* and our present results
support this gradient inference. Also shown in
Fig. 2 (at the bottom) is the spectrum which would
be emitted by a neon plasma characterized by the
conditions originally inferred from the LTE analy-
sis in Ref. 1. These conditions are 7, =300 eV
(constant), N;=17.8x10* ¢m-®, and »=9.5 pum.

The need for a higher temperature and lower
density than previously diagnosed is most readily

understood by comparing the predicted 300-eV
spectrum to the experimental one. The presence
of the prominent continuum feature-—the Ne IX
ground-state ionization edge—in the 300-eV pre-
dicted spectrum is not matched by a similar fea-
ture in the experimental one. An explanation for
its absence is that the experimental plasma con-
tains less NeIX and is therefore at a higher tem-
perature, where more of the heliumlike neon is
ionized. This degree of reduction of the continuum
feature as the temperature increases is clearly
evident in the theoretical spectra of Fig. 1, which
served as a guide in obtaining the Fig. 2 fit to the
Rochester experiment. A core temperature of 385
eV was needed to lower the calculated feature
which is weak or nonexistent in the experimental
spectrum. Moreover, temperatures higher than
385 eV were found to produce a NeIX 1s2-1s3p!P
line which was too weak to match the experimental
line. Even at T=400 eV, the Fig. 2 comparison of
calculated and experimental spectra deteriorated
noticeably in this regard. Any temperature below
385 eV raises the helium continuum again produc-
ing a significant deterioration in the agreement
even at our diagnosed density of 4.5x10**. Our
ability to zero in on 385 eV as the likely tem-
perature in this manner strikingly illustrates both
the need and the value of utilizing all of the infor-
mation in the spectrum.

The Rochester analysis yielding 7,~300 eV was
based upon Planckian line ratios generated by an
LTE plasma. By contrast we find that a neon plas-
ma of 7,=300 eV, N,=17.8 x10* cm™, and »=9.5
wm has not reached LTE. Of the ionic species,
only the NeX concentration is close to its LTE
value. NeXI (bare nucleus) is about half of what
would be expected in LTE, while heliumlike Ne IX
has twice its LTE concentration. Moreover, the
excited states of Ne X, whose radiative decay dom-
inates the spectrum, are present to a far smaller
degree than would be the case in LTE. The LTE
excited-to-ground-state ratios of Nex n=2, 3, 4,
and 5 are, respectively, 0.13, 0.16, 0.23, and
0.32. We {find that the highest ratios occur in the
300-eV model plasma at » =0, where they are
0.05, 0.06, 0.09, and 0.13, respectively. In effect,
the ionization-excitation state of the plasma lags
behind what is required for LTE. At an ion density
of 7.8x10% c¢m3, collisional processes dominate
the coupling of the NeX excited states to each
other. Hence, these ratios of populations of the
states lying above n =2 to that of n=2 do corres-
pond to the required LTE ratios. The NeX excited
states are also in LTE with respect to the ground
state lying above (the bare nucleus) due to the
strength of collisional ionization and recombination
processes. However, collisional excitation from



and de-excitation to the NeX ground state from the
excited states is generally at least two orders of
magnitude weaker than collisional cross couplings
among the excited states. Collisional deexcita-
tion from the excited states to the ground state is
also only about one-third as likely as spontaneous
radiative decay to the ground state. Collisional
Processes are therefore not strong enough to en-
force LTE between the ground and excited states
of the sane species—~NeX. Moreover, due to the
large Stark widths, the optical depths of Ly§g, 7,
etc., are 2.2 or lower, as described below. Since
these modest opacities do not permit multiple
photon scattering, the states n=3 and above are
weakly photoexcited and remain far from LTE
with respect to n=1. However, since the optical
depth of Lya is ~200, it might at first be sus-
pected that at least » =2 would be in LTE with re-
spect to the ground state. The fact that this is not
the case may be understood by applying the condi-
tions required for LTE to the rate equations af-
fecting the two states n=1 and 2. For simplicity
we first consider the two-level-atom case in an
optically thick plasma characterized by a line
photon escape probability P,. We let W,, stand for
the collisional deexcitation rate coefficient and
A,, stand for the spontaneous emission coefficient.
The steady-state condition requires

Nz(sz"'Asze)=N1<W21§20-hw">a (1)
51

where photon reabsorption is accounted for by
diluting the spontaneous emission coefficient by a
factor equal to the mean photon escape probability.
From Eq. (1),

o )pmW/kT
!_V_g= (gz/a;)c . (2)
N, 1+(A4,P,/Wy)
For N,/N; to have the LTE population ratio of
these two levels, (¢,/¢.)e"*/*T we must have

ApP, << Wy, . (3)

Therefore, even a very optically thick plasma

can be far out of LTE if 4, > W,, to the extent
necessary to offset a small P,. That is, the mere
existence of a small P, due to large optical depth
does not ensure the validity of Eq. (3). Therefore,
the fact that Lyo is quite thick in this case does
not in itself justify an LTE assumption. For the
plasma conditions under consideration here,

A, =2.5W,,. Therefore, LTE will not be valid
near the surface of the plasma, where P,=0.5,
since A4, P, 2 W, in this region. Of course, the
emitted spectrum of optically thick lines tends to
be dominated by surface emission. Nevertheless,
one still might expect LTE to prevail in the optical-
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ly thick interior based on the above two-level-
atom analysis. However, there are three separate
effects which in this case prevent LTE conditions
from being established even in the thick plasma
interior. First, even though the optical depth of
Lya is ~200, the line wings are so prominent at
this high density that the mean escape probability
is found numerically to be 0.06. Thus, Ay P,

%2 0.15 W,, in the interior. According to Eq. (2)
this alone will reduce the N,/N, ratio to 0.87
times that of LTE. The other two effects which
bring the actual ratio to only 0.38 times the LTE
ratio are, first, a radiative leak in the Lyg line,
where 7=2, and, second, another photon escape
mechanism in the optically grey recombination
continuum from the bare nucleus to the ground
state of NeX. A multilevel analysis is necessary
to clarify the detailed contributions of the latter
two mechanisms.

An accurate analytic treatment is possible in this
case because the very large collisional rates coup-
ling the excited states (=2, 3, 4, 5, and NeXI)
force the ratios of these states to each other to
equal those of LTE, as confirmed by the calcu-
lated population densities. Let L;; denote the LTE
ratio of state i to state j. Then, the equation for
the steady-state coupling of NeX n =1 to the over-
lying states becomes

N1<'Z: W, ,) =N, <(Amp‘_,21 +W,,)

+Z Li(AyP n+ W)
i=3

e’ ebl

* Lo WaaN,Prar ) (4)

In Eq. (4) W, is the collisional rate coupling
states 7 and j, P,,;; is the escape probability for
the photon emitted during a radiative transition
from state 7 to j, A,; 1s the spontaneous transition
probability, and W, is the radiative recombina-
tion rate from the bare nucleus to NeX »=1. Equa-
tion (4) contains all of the important processes
populating and depopulating NeX 5 =1 at this tem-
perature and density. The processes which are
omitted—collisional recombination from Ne XI and
its inverse, and ionization and recombination pro-
cesses from and to NeIX—are relatively unimpor-
tant compared to what is included, and thus their
omission does not quantitatively affect this analy-
sis. Equation (4) is easily solved for ~,/N,. When

-the collisional rates and Einstein A’s are inserted,

the ratio N,/N, is found to be a function of the es-
cape probabilities for a particular plasma tem-
perature, density, and size. For Lyp, the numer-
ical results yield P, =~0.7, and for the n=1 re-
combination continuum P, =0.3. The Lyg radia-



1006 APRUZESE, KEPPLE, WHITNEY, DAVIS, AND DUSTON 24

tion leak in concert with Lya, ¥, and § would re-

duce N,/N, to 0.65 times the LTE ratio; inclusion
of the free-bound continuum leak brings the ratio

down to the actual 0.05, which is 0.38 that of LTE.
Photon escape in Lyy and Ly makes little differ-
ence since their spontaneous transition probabili-
ties are factors of 4.4 and 13.5, respectively, be-
low that of Lyg.

In summary, escape of radiation in the optically
grey LygS and NeXI continuum transitions adds to
the radiation escape in the line wings of Lya and
prevents LTE from being established even in the
plasma interior. While the strong collisional coup-
ling of the states above NeX n=1 forces n=3 and
above into LTE with n=2, it in turn adds to the
escape of radiation emitted during decays of these
levels and further reduces all the excited-state
populations relative to n=1. Fundamentally, the
lack of detailed balancing of all of the NeX radia-
tion—i.e., by reabsorption—prevents LTE condi-
tions from being established.

The need for a reduced density in order to ex-
plain the observed spectrum (from 7.8 x10% to
4.5%x10% em™?) is implied by two features of the
predicted spectrum at 7.8 x10% c¢m™; namely,
the Lya, LyB, and Lyy lines are too wide, and
the Lya line exhibits a self-reversal which is not
observed. We will first consider the question of
the Ly and y lines. As previously mentioned, the
total concentration of hydrogenlike NeX in our
300-eV model plasma is roughly equal to the LTE
value. However, since our excited-state densities
are much less than the LTE amounts, the ground
state has a greater than LTE density—varying
from 75% greater at the center (»=0) to 2.2 times
greater at the plasma surface. The reason for this
spatial gradient is that the radiation field is less
intense at the surface, which therefore, with less
optical pumping, contains fewer bare nuclei and
more hydrogenlike neon. The optical depths of
LyB and Lyv in collisional-radiative equilibrium
are therefore about twice the previously assumed
LTE values. We find a peak optical depth of 2.2
for LygB in contrast to the value of 1.2 that was
previously used! to calculate the first-order opa-
city-broadening correction. This results in a
50% increase in linewidth because of the extra
opacity broadening. Also, we do not find that the
Lyv line is optically thin; instead, it has a peak
optical depth of 1.1. In summary, significantly
greater opacity broadening for both Lyg and Lyvy
occurs in CRE than in LTE, which forces a reduc-
tion in density in order to reduce the Stark and
opacity widths to fit the experimental spectrum.

As noted above, the 300-eV model plasma pre-
dicts an asymmetric self-reversal for Lya. This
asymmetry is due to the effects of plasma motion.

The self-reversal itself is a well-known effect of
large line opacity in a non-LTE plasma. Reducing
the linewidth by reducing the density from 7.8 x10%
to 4.5x10?' cm™? turns the self-reversal into a
“shoulder” which is more consistent with experi-
ment. The increased temperature of 385 eV re-
duces the fraction of ground state Ne X, and thus
the Lya opacity, contributing to this effect. The
width of the opacity-broadened Lya line is also in
very good agreement with experiment when this
lower density is assumed, as is apparent in Fig. 2.

IV. EFFECTS OF SIMPLIFYING ASSUMPTIONS
ON THE CALCULATED SPECTRA

We have seen above that neither Voigt profiles
nor LTE are valid assumptions for the physical
state of these high-density neon plasmas. How-
ever, it is of interest to invert the analysis and
examine spectra calculated using these erroneous
assumptions in order to estimate the magnitude
of error. Figure 3 displays three spectra which
represent the results of employing commonly
used, but inaccurate approximations. The top
spectrum was computed using conditions identical
to those of the “best fit” to the experimental spec-
trum at the top of Fig. 2, except that Voigt rather
than Stark line profiles were used. Consequently,
the much narrower lines of this spectrum bear
little resemblance to the observed spectrum or to
the theoretical Stark-profile spectrum in the mid-
dle of Fig. 2. The bottom two spectra of Fig. 3
were computed with Stark profiles but with the
LTE assumption. Since the true excitation state of
the plasma lags behind LTE, when LTE is as-
sumed, the theoretical excitation state is in-
creased, resulting in more ionization and less
Ne IX. The reduced heliumlike neon is reflected
in the very weak NeIX 1s2-1s3p'P line, which for
T =300 or 385 eV is much less intense than that
which is measured. Also, the Ne X ground-state
recombination continuum is much reduced, espec-
ially in the case of the 300-eV spectrum. Neither
LTE spectrum agrees with experiment. It is con-
ceivable that an LTE spectrum of neon at a much
lower temperature might show a relatively in-
creased NeIX 1s2-1s3p P line and thus agree more
closely with the experimental spectrum of Fig. 2.
However, the lower temperature would reduce the
collisional rates even further—meaning that LTE
would be an even more inappropriate model.

V. SUMMARY AND CONCLUSIONS

We have utilized a first-principles, multistate,
multilevel model of highly ionized, high-density
neon to predict the emitted spectrum as a function



of the compressed state of the plasma. The ap-
pearance of the spectrum has been found to sen-
sitively reflect this state, and the particular fea-
tures which change in accordance with the various
plasma properties have been noted and the under-
lying physics discussed. The model has been found
capable of generating an excellent detailed {fit to
a previously published experimental spectrum,
and the fitting process has led to a considerable
refinement of the inferred plasma conditions, in-
cluding an estimate of the extreme sensitivity of
the predicted spectrum to these conditions.

One should note that the authors of Ref. 1 at-
tempted only to obtain an approximate temperature
to aid in inferring the density. On the other hand,
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it is our purpose here to illustrate the potential
of non-LTE spectroscopic analysis for obtaining
accurate temperatures as well as accurate densi-
ties. We have shown that despite the complexity
of the dynamics of compression, detailed, realis-
tic, and accurate modeling of the radiative output
is both possible and fruitful.
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As laboratory plasmas of increasing atomic number, temperature, size, and/or density are pro-
duced, it becomes likely that the details of the doublet opacity profiles of the Lyman series will in-
fluence the K-shell level populations and spectrum. Accordingly, we have analyzed these effects for
a range of plasma parameters, confined to densities low enough for Stark broadening to be unimpor-
tant. An analytic model is developed which predicts line power enhancements and level-population
changes for K-shell plasmas. This model is based upon photon escape probability and collisional
quenching concepts and is valid for plasmas of atomic number ~ 13—26. Additionally, an extensive
set of numerical calculations of line ratios, line profiles, and level populations has been carried out
for K-shell argon plasmas. Each computation was performed both with detailed fine-structure opa-
city profiles and with a single-Voigt-profile approximation. The results of these calculations may be
scaled for plasmas of atomic number other than 18 using a simple set of rules discussed in the text.

I. INTRODUCTION

Recent years have witnessed dramatic technological ad-
vances in laboratory production of optically thick K-shell
plasmas of low-to-medium-Z elements. Consistent with
these developments, considerable theoretical effort has
been devoted to elucidating the effects of opacity on the
spectra and intrinsic properties of such plasmas.
Typically—although not exclusively—the hydrogenlike
and heliumlike resonance lines of the plasma are quite op-
tically thick but the continua are optically thin in the x-
ray region. Thus it is the line opacity which has properly
attracted the most concern. As is well known from astro-
physical literature, the precise form of the line-opacity
profile—which determines the line-photon escape
probability—plays a critical role in the formation of the

spectrum and determination of the level populations. It is -

also true that—for quite specific physical reasons—
regimes exit where simplified profiles such as pure
Doppler may be employed with acceptable accuracy. For
instance, Fig. 5(a) of Avrett and Hummer' reveals little
difference in the steady-state source functions obtained for
Voigt and Doppler profiles up to line-center optical depths
of ~50 with a Voigt broadening parameter of 102, One
laboratory plasma counterpart of this situation would be a
1.5-mm aluminum plasma of ion density ~ 10'® cm™? and
600-eV temperature. Detailed calculations® have shown
that here, too, a Doppler profile is adequate as a represen-
tation for line opacity. We will consider Z scaling of all
specifically quoted plasma conditions below. At higher
densities and/or optical depths a Voigt profile is required
to adequately describe photon transport in the line wings.
At still higher densities, Stark effects must be con-
sidered.>~7 In this paper we will delineate the plasma
conditions where the doublet-opacity profile due to fine
structure in the Lyman lines must similarly be taken into
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account. We analyze the underlying physics with both an-
alytic and numerical models, and obtain Z-scaled expres-
sions governing the safe use of simpler opacity approxi-
mations. In Sec. II an analytic model is developed which
serves two basic functions. First, it provides a physical
basis for comprehending the trends which appear in the
numerical results. Second, approximate but useful Z-
scaled formulas expressing some of the results are ob-
tained. In Sec. III specific numerical results for an argon
plasma (Z=18) are presented along with a prescription
for scaling them to plasmas of different atomic numbers.

II. ANALYTIC MODEL

A. Assumptions and restrictions

Both the analytic and numerical results contained in
this paper are restricted to plasma regions where Stark
broadening has only a small effect on photon transport
and can be neglected. The calculations encompass at most
a few hundred optical depths in Ly a; hence, for only the
first three lines of the Lyman series will photon transport
in the far line wings be significant. Stark profiles follow
approximately an inverse 2.0—2.5 power law® as a func-
tion of frequency separation from line center; for Voigt
profiles, the asymptotic limit is an inverse power of 2.0.
Therefore, if the Stark width is smaller than the Doppler
width, the Stark wings will generally be considerably
smaller than the Lorentz wings. This criterion is present-
ly adopted in determining the maximum density to which
our calculations can be reasonably extended. We obtain a
specific density for argon from the tabulated Stark pro-
files of Kepple and Whitney,’ and scale the criterion
analytically for different atomic numbers. '

In examining the Stark profiles for Ly a, Ly §, and Ly
Y, it is clear that the upper density limit is set by the
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broad, double-peaked profile of Ly 8. For argon, an elec-
tron density of ~2X10% cm~3 is required for the Stark
width to equal the Doppler width at temperatures of max-
imum ArXVII abundance. Accordingly, the analytic
theory presented below is valid only up to this density for
argon and the numerical calculations described in the next
section have not been carried to higher densities.

This criterion for the negligibility of Stark effects is
readily Z-scalable. Griem, Blaha, and Kepple® found that
the Stark widths expressed in A for analogous lines from
different elements scale approximately as Z ~>N2/* near
maximum ionic abundance temperature. The Doppler
width, also expressed in A, scales as Z ~!> at maximum
abundance temperature. Therefore, the Stark width for
the first three Lyman lines will be less than the Doppler

width if
5 2/3 1.5
L) M
VA 2% 10% =1z |
or . .
N, <5.1x10% Z3% Q)

Consequently, the present results are not valid at electron
densities higher than those indicated by Eq. (2).

The relative populations of the 2p;,, and 2p,,, fine-
structure levels, which are likely to prevail under different
plasma conditions, have been a subject of investigation
and debate for quite a few years.>~!* Irons'® has summa-
rized the status of this work. Briefly, at the high- and
low-density limits, €, the ratio of the 2p,,; to 2p3,, sub-
level populations, will equal 0.5, the statistical weight ra-
tio of the states. Rapid collisional mixing ensures statisti-
cal equilibrium at high densities, and in the low-density
coronal limit there is little pumping of the 2p states from
2s; therefore, statistical populations prevail because only
this process can cause departures from €=0.5. In the in-
termediate density regime, € may reach values as high as
0.7—0.8, although the relative effects of electron-ion and
ion-ion collisions are not yet precisely determined'® and
render this conclusion still somewhat uncertain. As point-
ed out by Sampson'? and Irons,'*!* substantial optical
depth will reduce any tendency for a departure from sta-
tistical equilibrium. In view of the remaining uncertain-
ties as well as the fact that the plasmas we analyze here
are generally optically thick, we have assumed statistical
population of the j=+ and j=+ sublevels (¢=0.5) for
all the plasmas considered here, for each hydrogenlike lev-
el. We also assume that the ion thermal velocities are suf-
ficiently greater than the plasma differential motion to en-
able the plasma to be treated as stationary. ‘Irons”' 14 has
explored some of the consequences of substantial plasma
differential motion for Ly-a opacity.

B. Analysis of opacity effects

The doublet splitting of the Lyman series is important
as an opacity determinant when the separation of the
components is comparable to the Doppler half-width
{Avp) of the line. For specificity, the Av, referred to
here is the half-width of the Doppler line profile at e ' of
the central maximum. As pointed out by Irons,'® the ratio

of the fine-structure splitting to the Doppler half-width
varies as Z'> since the characteristic temperature for
hydrogenlike-ion predominance varies as Z2. Specifically,
for Ly «a,

L5
Z

I3 (3)

(Av)y /(Av)p=35.3

For Ly B, the splitting relative to the Doppler width is
about one-fourth the above value; for Ly y, about one-
tenth. Therefore, fine-structure opacity effects will have
by far their greatest impact on Ly a, both because of its
greater optical depth and because the splitting is greater
relative to the Doppler line width. Our semiquantitative
analytic model consequently focuses on Ly a.

Consider the n =2 hydrogenlike level, with the sublevels
assumed statistically populated. For the moderate density
plasmas considered here, this level is populated primarily
by collisional excitation from the hydrogenlike ground
state and by radiative excitation due to scattered Ly «
photons. Depopulation occurs by a variety of processes,
including spontaneous decay, collisional excitation and
de-excitation, and (primarily collisional) ionization. We
will follow the standard approximate procedure in ac-
counting for radiative excitation by diluting the spontane-
ous decay rate 4, by the spatially averaged photon-escape
probability P,. This counts only those decays not result-
ing in re-excitation of the n=2 level. Letting C;, stand
for the collisional excitation rate from n=1 in cm®
sec”!, D, represents the sum of all collisional processes
depopulating the n =2 level; also in cm® sec™!, a qualita-
tively correct equation for the steady-state population of
the n =2 level is

N1C12Ne =N2(A21Pe +D2Ne) . (4)

In Eq. (4), N, and N, are the n=1 and 2 level population
densities (cm~3), N, is the electron density (cm~3), and
the other symbols are defined above. It is useful to define
a quenching probability Po—the probability that the n =2
level is collisionally depopulated during a Ly-a scattering

PQ=D2Ne /(A21 +D2Ne) . (5)

Combining Egs. (4) and (5) leads to the following expres-
sion for the n =2 population density:

N, C
_Mtn I/Pe

N,= D,

The significance of Eq. (6) becomes apparent when con-
sidering P,. The escape probability obtained will depend
on whether the single-Voigt-profile approximation or the
true fine-structure profile is used in the calculation. Let-
ting P, now stand for the escape probability, which would
be obtained from the spurious single-Voigt-profile approx-
imation, and P, refer to the true fine-structure-opacity
escape probability, the ratio of population densities ob-
tained with the correct opacity to that obtained with the
single-profile opacity is

N(with fine structure) P, (1—Pgy)+Py
T Py(1—Py)+Pp

1—P,
)

+1]. (6)

N,(single Voigt) @)
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Equation (7) is obtainable from Eq. (6) with the (excellent)
assumption that N is not affected by fine-structure opaci-
ty. Note the limits implicit in Eq. (7). At very high den-
sities, when Pg—> 1, there is no difference in populations.
Collisional processes control the level population. Also,
when P,(1—Pg) and P,f(1—Pg) are both much smaller
than Py, fine structure again has no effect on N,. This
corresponds to the effectively thick case, where most pho-
tons do not escape, even after many scatterings. The
number of radiative excitations, while possibly large, is
determined by collisional quenching, not by the detailed
behavior of P, or P,;. However, when Py —0 the com-
puted populations of n=2 are inversely proportional to
the ratio of escape probabilities. Radiative excitation
dominates the level if P, (or P.s) is substantially smaller
than unity. For fine-structure opacity to be negligible (de-
fined as having less than a 10% effect on population of
n =2) we require

P,(1—Pp)+Py>0.9P,;(1—Pg)+0.9Pg . (8)

In general, P,; will exceed P,. ForLya,a single line of
optical depth 7 is in effect replaced by two separate lines
of optical depths 21pand 37 for 2p3,, and 2p, , Tespec-
tively. The escape probability at large optical depth for a
Voigt profile is proportional to r~1/2: hence, if there is no
overlap of the doublet wings

—1/2 —1/2
P’ — l _T_O _2_ .%_T_o_ /(T )—1/2
P, |33 3|3 0
~1.4. )

" As discussed by Irons,'* the assumption of no wing over-
lap fails for 7> 10% this failure will arise at lower 7o for
small Z and higher 7, for large Z, according to Eq. (3) for
the doublet spacing. However, since we seek a criterion
for the onset of fine-structure-opacity effects, the ratio of
Eq. (9) will be presently assumed. More exact results are
given below in the section on numerical modeling. Com-
bining Eqgs. (8) and (9) yields the following criterion for
the negligibility of fine-structure-opacity effects on popu-
lation densities:

Py

.38
038 |77 R,

>P,, (10

or employing Eq. (5)

D,N,
0.38 {——Z—i >P, . (11)
A21 , .

To cast Eq. (11) into a more useful form, note that
Ay =5%x10'%(Z /18)* sec™!. Also, depopulation of the
n =2 level is temperature, density, and Z dependent. Fol-
lowing Refs. 9—11, we will refer to the temperature in
units of Z? Ry=13.6Z 2 ¢V. For temperatures of
(0.18—0.57)Z2 Ry (0.8 to 2.5 keV for argon) the depopu-
lation of n =2, summed over the levels, has been calculat-
ed from the Coulomb-Born approximation'® and is found
to vary less than 209% from its value at 0.3Z 2 Ry, where

3

—1w0| 18
D,=2x10"1 53 (12)
in units of cm’sec™!. The temperature range

(0.18—0.57)Z* Ry covers a large range of plasmas where
hydrogenlike species are significantly present. Combining
Eqgs. (11) and (12) yields our final, Z-dependent criterion
for less than 10% level population change due to fine-
structure opacity

9.3%10~%Z-'N,>P, . (13)

If the electron density is sufficiently high to render the
inequality of Eq. (13) valid, fine-structure opacity—as
compared to the single-Voigt-profile approximation—will
affect the level populations by less than 10%. We again
stress that Eq. (13) is to be applied to optically thick plas-
mas only—when the plasma is optically thin the fine-
structure profiles cannot affect populations. The Voigt-
profile escape probability P, has been given in approxi-
mate analytic form by Athay."?

The effect on line emission of the doublet profile is
perhaps of even more interest and importance than the
change in population densities. Even though the popula-
tions may not be affected, the different effective escape
probability can surely influence the Ly-a integrated inten-
sity. The ratio of computed emission with fine-structure
opacity to that obtained from a single Voigt profile is

If Nz(ﬁnC)AﬂPef

g , (14)
I, N,(single Voigt)4,, P,

or, using Eq. (7),
Iy P ) / ;
- P P (15
T 2 t 1_P,

The quantity Py /(1—Pg) is obtainable as above for the
temperature range (0.18—0.57)Z* Ry, from Eqs. (5) and
(12), and the expression for A5; ,

1-Py

Therefore,
I; Py P, +2.45x10"N,Z~’
Ip P, Py+245x10"°N,Z77

P
0 lz2.45x10-‘5N,z-7 . (16)

17

Equation (17) is usable if P, and P,y can be calculated or
estimated. If, as before, we assume P,s = 1.4P, an approx-
imate criterion for 10% enhancement of emission due to
fine structure is obtainable,

5.2%10"5N,Z- "> P, . T

The physical content of Eq. (18) is that, in an optically
thick plasma with an electron density sufficiently high to
validate the inequality, fine-structure opacity will result in
a Ly-a intensity at least 10% higher than would be ob-
tained from the single Voigt approximation.

We have demonstrated that the interplay of optical
depth (as expressed by P,) and the collisional quenching
rate (as expressed by N,), rather than cither factor alone,
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determines the importance of doublet-opacity effects on
population densities and spectral emission. Several simple
expressions obtained above express this interplay semi-
quantitatively and convincingly demonstrate the trends to
be anticipated. We now turn to specific numerical results
for further illumination of the question.

III. NUMERICAL MODEL

A. Model description

In order to validate and clarify the analytic approxima-
tions presented above, as well as provide more specific
spectral diagnostics, we have performed an extensive series
of numerical calculations centered on one element (argon).
The calculations consist of a set of simultaneous solutions
of the coupled atomic-rate and radiative-transfer equa-
tions for argon plasma cylinders where the varied parame-
ters are temperature, density, and radius r, presumed
much smaller than the length. These solutions have typi-
cally been carried out with both the more realistic doublet
opacity and an assumed single Voigt profile for each pa-
rameter set.

The atomic model consists of 38 levels ranging from
neutral ArI to the bare nucleus (ArX1x). Since our focus

is on K-shell radiation, only ground states are carried .

through Be-like argon (Arxv). For Li-like Arxvi, the
1522s, 1s22p, 1523s, 1s23p, 1s23d, and 1s%, n =4 (compos-
ite) levels are modeled. The Arxvil manifold includes
1521, 152538, 1s2p 3P, 1525 'S, 1s2p 'P, the n=3 triplets
and singlets, and n =4—7 composite levels. For ArXvlil,
n=1-5 are included. The various levels are connected
through electron collisional excitation and deexcitation,
collisional ionization and radiative recombination, three-
body recombination, and, where appropriate, dielectronic
recombination. Photoionization and photoexcitation are
accounted for by solving the radiative transfer. All the
modeled ionization edges are included as part of the
radiative-transfer model. Additionally, all the optically
thick resonance lines inherent in the level structure
described above are also transported, along with the 2-3
line of ArXviI and the 1s2p 'P—1s3d 'D line of ArxviL
While some of the higher levels have been omitted because
of storage and efficiency considerations, the model pro-
vides a substantially complete description of the processes
which form the dominant spectral lines of K-shell argon.
A discussion of the atomic rate calculations is contained
in Ref. 17. In all results presented below, the plasma is
assumed to be in collisional-radiative equilibrium (CRE);
namely, that each level-population density is in a steady
state consistent with the atomic rates and photon fluxes
produced by the other level populations.

Some improvements have been effected in our technique
for carrying out the simultaneous, steady-state solution of
the radiative-transfer and rate equations.>*!"~%* Refer-
ence 21 describes a multicell-coupling technique for radia-
tive transfer in spherical and cylindrical geometries, based
on frequency-integrated line escape probabilities. This
method produces nearly exact solutions while employing
only one ray angle and the computational equivalent of
just one frequency per line. To account for doublet opaci-
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ty, where escape probabilities have yet to be tabulated or
fitted analytically, we have adopted a hybrid of the
method of Ref. 21 and more conventional multifrequency
approaches. The single-angle feature of Ref. 21 is re-
tained but each line is divided into 17—43 frequency
groups—depending on the line shape and optical depth.
The coupling constants are defined in terms of individual
frequencies (where the escape probability at each frequen-
cy is purely exponential) rather than individual lines. This
also allows inclusion of continuum optical depths and line
and continuum cross-pumping. Given the population
densities a set of cell-to-cell photon coupling constants at
each of more than 350 frequencies is thus obtainable.

The iteration technique by which self-consistency be-
tween the radiative-transfer and steady-state rate equa-
tions is obtained has also been significantly improved.
The most straightforward and obvious procedure, using
the radiation field from the previous iteration to calculate
populations which then enables the radiation field to be
recomputed until consistency is achieved, is known as A
iteration. This technique is a very poor choice for low-
density, high-optical-depth astrophysical problems® since
the number of iterations required is approximately equal
to the mean number of photon scatterings, which can be
very large under such circumstances. However, the situa-
tion is not nearly so difficult for laboratory plasmas where
the optical depths are smaller and the quenching probabil-
ities larger than those which prevail in astrophysical situa-
tions, resulting in far fewer scatterings. We employ the
mathematical equivalent of Rybicki’s core-saturation
method?* and thereby render the A-iteration technique
quite serviceable for laboratory plasma calculations. As
noted by Rybicki,?* the conceptual and computational
simplicity of the technique is a very desirable feature,
especially for complex multilevel problems.

To demonstrate our application of the core-saturation
method for A iteration, we consider one line characterized
by a profile-averaged photon escape probability from the
plasma P, and quenching probability Pp. Let N
represent the upper level density obtained on the ith itera-
tion and 4 the spontaneous decay probability. The pho-
toexcitation rate for the ith iteration is therefore
NP4(1—P,). If C, and D, are the collisional creation
and depopulation rates, respectively, for N,, N/ t! is ob-
tained from the equation balancing gains and losses in the
level

NJ/*4+D,)=C, +N,A(1-P.) , 19

or
NU+D=ND L N1 —P,)(1-Py) (20)

where Po=D, /(4 +D,) as before, and the upper level
population for an optically thin plasma is given by the
first iterative solution :

Cy
A+D,

Nx(ll)=

. (21)

Equation (20) yields a recursive sum for the nth iteration’s
solution
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N"')—N“’E [(1—P,)(1—Pg)] . (22)
=0
The slow convergence of the sum of Eq. ) when

P,,Py << 1 precisely expresses the difficulty of A 1teratxon.
Note, however, that the sum is analytically evaluable to
give

1

N(eo) N(l)
v 1 T—(1—Py)1—P,)

(23)

and that this is exactly what is obtained for N, on the first
iteration if, in Eq. (19) 4 is replaced by AP, instead of cal-
culating excitations as A(1—P,). This is the essence of
Rybicki’s technique?* of eliminating the readily absorbed
line core photons. In practice, we apply the method by
calculating, cell by cell, the escape probability from the
plasma for each line by integrating over the absorption
profile—including the continuum. The spontaneous emis-
sion coefficients are then diluted by this factor on the first
iteration, which generally results in an excellent approxi-
mation to the final solution, especially near the plasma
center. On subsequent iterations, the spontaneous emis-
sion coefficients are diluted in each cell by the escape
probability from that cell and excitations are computed
explicitly only for the line wing photons arriving from
other cells. This completely general procedure usually
converges within 20 iterations even for several hundred
Ly-a optical depths. Convergence has been verified by
starting with entirely different initial iterative solutions,
and by quadrupling the number of iterations, both of
which yield the same final level populations. :

B. Z scaling of numerical results

In order that the results given below, specifically ob-
tained for argon, may be readily applied to other low-to-
medium-Z elements, we present the methodology for Z
scaling in this section. Given a K-shell argon plasma of
radius R, ion density N;, and temperature T,, the results
may clearly be applied to a plasma of atomic number Z at
a temperature of T,(Z /18)>. However, scaling the density
and size is not quite so straightforward. To maintain the
analogous level populations and spectrum, it is evident
from the discussion in Sec. II that both the quenching
probabilities and optical depths must remain the same.
The quenching probability is determmed by the ratio of
collision rates—which scale as Z ~3—to spontaneous de-
cay rates—which scale as Z". 4, Since the quenching proba-
bility consequently scales as Z~’, the electron density
must scale as Z to offset this. Therefore, the ion density
must increase as Z® to maintain the same ratio of radia-
tive to collisional rates as would prevail in an argon plas-
ma. Finally, to maintain the same line optical depth 7,
note that it is proportional to RoN;A(M /T;)!/? where A is
the wavelength, M the ion mass, and T; the ion tempera-
ture. Since N;~2Z% A~Z~% M~Z, and T1~Z

‘7'0~ROZ3 5. Therefore, the size must scale as Z 3 to
maintain the optical depth. In summary, a K-shell plasma
of atomic number Z, radius Ryl 18/Z )*3, ion density
N;(Z/18)%, and temperature T,(Z /18)* will produce the
same spectrum as an argon plasma of radius Ry, ion den-
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FIG. 1. Normalized fine-structure profiles of the absorption
coefficients of ArXVvIil Ly a, B, and y are compared to the sin-
gle Voigt profile which would characterize the opacity in the ab-
sence of fine-structure splitting.

sity N;, and electron temperature T,. The *‘same” spec-
trum is defined as the same relative intensities of the lines.
Absolute intensities will differ due to the differing line
photon energies and total numbers of emitting ions. We
recommend Z scaling only for 13<Z <26 from' the

Z =18 results presented below, since the Z ' scaling of
fine-structure splitting [Eq. (3)] will Spoﬂ the applicability
of the scaling far from Z=18.

C. Numerical results

In Fig. 1 the doublet absorption profiles for ArxviIIl Ly
a, Ly B, and Ly y are shown along with the single Voigt
profile which would characterize the line opacity in the
absence of fine structure. The profiles are normalized for
case of companson Plasma conditions of ion temperature
1.4 keV and ion density 3.7x 10" cm~? are assumed.
Note that the Ly-a profile is -split into two distinct
features since the doublet components are ~5 Doppler
widths apart. However, both Ly B and Ly y appear
quasi-Gaussian, with a skewing of the profile toward the
stronger of the fine-structure components. For Ly y, the
change from the single Voigt profile is quite small.

DIAMETER = 1.34 mm
T = 1.4 keV

n=4 o

N (FINE STRUCTURE!}
N {NO FINE STRUCTURE)

L L]

| L

10" 10'8 100 107!
ION DENSITY {cm™

o gl i

FIG. 2. Ratio of the.n =2, 3, and 4 ArXVII populations ob-
tained with the correct fine-structure profiles to those obtained
using a single Voigt profile are plotted against ion density for
the indicated cylindrical plasma temperature and diameter.



Therefore, the following results will concentrate on Ly-a
and Ly-B power outputs and line ratios which could re-
flect those outputs as influenced by fine-structure opacity.

In Fig. 2 the ratio of populations calculated with realis-
tic doublet opacities to those which would prevail in the
absence of fine structure is plotted against density, for an
argon plasma temperature of 1.4 keV and a diameter of
1.34 mm. The changes in n=3 and 4 are 15% or less,
whereas, for an ion density of ~3X 10" ¢cm™3, the n=2
population is reduced by a factor of 2. For all three levels,
the population ratio approaches unity at both low and
high densities, consistent with Eq. (7). For the 1sy,,-2p3,»
component, the line-center optical depths are 0.14, 2, 47,
and 420 at ion densities of 10'3, 10'°, 10%°, and 10%! cem™3,
respectively. The corresponding optical depth of a single
Voigt profile, 7, would be 50% greater. Since N, = 18N},
7o=3.5% 107N, for ion densities between 10°° and 10%!
cm~>3. The approximate escape probability for a Voigt
profile!® is given as a function of the damping parameter
a and optical depth 7, for 75 >> 1:

172
P, ~0.85 | % (24)
To
The damping parameter a for a resonance line is
L 25)

a= 4mAvp

where the upper-state inverse lifetime T" for Ly a is most-
ly determined by radiative decay in this density range.
The Doppler width Avp at 1.4 keV is 2.2X 10" Hz. In-
cluding the collisional contribution, a=~2.5x10~? for
these densities, and Eqs. (24) and (13) may be combined to
obtain the electron density at which a 10% departure of
n=2 population due to fine-structure opacity would be
expected according to the analytic theory -

172

] (26)

which yields an electron density of 6.1x10*' cm™>

equivalent to an ion density of 3.4 10*° cm™* which is in
excellent agreement, considering the approximations, with
the numerically calculated value of 4.5x 10% (Fig. 2).

The most experimentally detectable consequence of fine
structure is certainly spectroscopic effects. The analytic
results presented above also contain [Eq. (18)] an
electron-density criterion for 10% enharicement of Ly a.
In Fig. 3 we present two line ratios which are both tem-
perature and density sensitive: He 1s*—1s4p 'P/Ly B and
He 1s2—1s3p 'P/Ly a, as a function of density, with and
without the correct doublet opacity. The ratios decrease
substantially with density even with fixed temperature (1.4
keV) and plasma diameter (1.34 mm) since higher collision
rates and optical depths increase the excitation and ioniza-
tion state of the plasma. However, at the highest densities
the Arxvil to ArXVII line ratios level off and then in-
crease. This is primarily due to the increased opacity of
the Lyman lines coupled with the decreased opacity of the
heliumlike lines as the average charge state of the plasma
increases with density. The double valuing of line ratios

2.5x1072-

9.3x10~'%18)"'N, >0.85 | —————
3.5x 107N,
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1ON DENSITY (em™3)

FIG. 3. Line ratios Arxvil 1s’—1s3p 'P/Ly @ and Arxvu
1s2—1s4p 'P /Ly B are plotted against ion density for a plasma
diameter of 1.34 mm and temperature 1.4 keV. Where fine-
structure opacity results in significant differences, it is indicated.

10.0
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FIG. 4. Same line ratios of Fig. 3 are plotted against tem-
perature for the same size cylindrical argon plasma (1.34 mm) at
an ion density of 3.7x 10" cm~3, where the presence of fine
structure makes no difference.
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due to opacity effects has been noted elsewhere.!” At ion
densities of ~10?° and higher, the dichotomy between
fine-structure and single-profile calculations is noticeable;
it reflects the higher power outputs of both Ly a and Ly
due to the greater effective escape probabilities of the
doublet profiles. For Ly a, these results provide another
point of comparison with the theory of Sec. II. According
to Eq. (18), the Ly-a line intensity should be enhanced by
10% when

52%10"YN,Z- "> P, . (18)

Equation (24), plus the fact that 7,~3.5X 107N, allows
Eq. (18) to be solved for N,; the result predicts a 10%
power enhancement at N; =N, /18=1.1x10% em~3, in
excellent agreement with the numerically calculated value
of 1.3x 10%° cm—3 (Fig. 3).

Figures 4 and 5 present this same ratio as a function of
temperature, again for a plasma of fixed diameter 1.34
mm. In Fig. 4 the ion density is 3.7x 10" cm™>. At
these relatively modest optical depths (~ 10 for Ly a) the
ratios are single valued and a very good temperature indi-
cator. Also, fine structure does not affect the power out-
put at this density; therefore, only one curve appears for
each line ratio. This may be contrasted with Fig. 5 where
the same information is presented at the considerably
higher ion density of 10?! cm~3. Fine-structure opacity
noticeably depresses the line ratios for the entire tempera-
ture range considered. Also, the much larger optical
depths virtually eliminate the temperature sensitivity of
the ratios above 1.0 keV; as the population of ArXVII in-
creases with temperature, so does the opacity, which con-
siderably reduces the tendency of the Lyman line to in-
crease in intensity. At an ion density of 3.7X 10" em™—3,
the Lyman photons generally escape after a few scatter-
ings; at 102! ¢cm ™3, they are mostly collisionally quenched.

The fact that the enhancement of Ly 8 is comparable to
that of Ly a@ may seem puzzling in light of the fact that
the Ly-B profile is not so drastically affected by fine
structure (Fig. 1). However, the Lorentz wings of the pro-
file are substantially enhanced by the increase in damping
parameter (i.e., reduction in level lifetime) when collisions
transferring population among fine-structure levels are
considered. At such high opacities, substantial numbers
of photons can escape only in these far wings—resulting
in the Ly-B power increase. For Ly a, as noted above, the
upper level lifetime is still mostly determined by its very
high radiative decay rate, even when collisions among
fine-structure levels are considered.

Finally, in Fig. 6 we present the evolution of the emit-
ted Ly-a profile as a function of density for a temperature
of 1.4 keV and a plasma diameter of 1.34 mm. At
N;=10" cm ™3, the 2p3, component is twice the strength
of the 2p, , since the lines are optically thin at this densi-
ty. At 6x10'® cm~3, 7o~ 1 and the 2p3,, component be-
gins to saturate to the value of the source function—
allowing the 2p,,, to begin to approach its intensity. At
3.7%x10" em~3, full saturation has occurred—the-com-
ponents are of equal intensity and a small self-reversed
core is seen in each. The profiles at ion densities of 10
and 3x10%° cm™? are qualitatively similar to that at

ION DENSITY = 1.0x10%%cm™
DIAMETER = 1.34 mm

1.0

Hey/Lyf

LINE RATIO

f

WITHOUT FINE STRUCTURE
0

He /Ly e

1072 | t | L ) )
0.6 1.0 1.4 1.8 2.2 26 3.0 34

T (keV)

FIG. 5. Same as Fig. 4, except the density is 10?' ions per
cm~—>. At this density the result depends upon the details of the
fine-structure profile and such is indicated.

3.7% 10" cm~? except that the higher optical depths pro-
duce deeper self-reversed cores. At ion densities of
7.5%10% ecm~3 and 10?! cm ™3, the profiles have a pecu-
liar three-pronged appearance. The three peaks appear
where the profile optical depth is approximately unity-—
one peak on each of the far wings of the components, with
another emission peak occurring at the absorption
minimum between the two components.

Because of this density sensitivity, the Ly-a profile is
potentially an excellent density diagnostic. Since the pro-

AN

N, = 10"® 6x10'® 3.7x10" 107

310®  7.5x10% 102!

FIG. 6. Evolution of the emitted Ly-a profile is presented as
a function of density for an argon plasma of 1.4 KeV and diam-
eter 1.34 mm. The splitting of the two components (visible at
the lowest density) is 5.4 mA and this horizontal scale is main-
tained throughout. The absolute intensities have been normal-
ized for ease of comparison.
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files depend on optical depth as well as density, the size of
the plasma must be ascertained to fully exploit this tech-
nique. Experimental methods such as x-ray pinhole pho-
tography would be quite valuable for this purpose. Also,
spectral resolution of ~1—2 mA will be required, in-
dependently of Z.
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A detailed theoretical model of the collisional and radiative couplings within the aluminum K shell is described
which has been used to self-consistently calculate the functional dependence of the excitation state of the K shell and
its emission spectrum on ambient plasma conditions for a wide range of K -shell opacities. Both line and continuum
couplings are included in the model over a range of photon energies from 442 eV to 6.13 keV. The approach of the
interior of the aluminum plasma to local thermodynamic equilibrium has been investigated for millimeter sized
plasmas where the K-shell couplings are photodominated and the plasma interior must come into radiative
equilibrium. The approach of the K -series emission spectrum, which includes satellite and intercombination lines of
the heliumlike resonance line, to the blackbody curve is computed. Temperature variations of the power output in
continuum and line radiation are also computed and discussed. Finally, a set of calculations that relate to the ability
of an external source of x radiation to selectively photopump the 3p state and maintain an inversion between 2p-3d
levels within the heliumlike jonization stage is described. Two important effects are seen. One, the opacity of the
heliumlike La line plays an important role in determining the ability of the external radiation to invert levels within
the plasma interior, and two, the inversion saturates with increasing pump strengths as the heliumlike ground-state

population is depleted by the pump.

L INTRODUCTION

In the gray-body approximation of radiation
transport theory,! the detailed atomic structure of
the radiating medium is, by definition, ignored so
that the absorption coefficient over the broadband
of the emitted radiation can be taken to be fre-
quency independent. As a result of this assump-
tion, appropriately frequency averaged absorption
coefficients are used, the two most common being
the Planck and Rosseland means corresponding to
optically thin and thick physical situations, re-
spectively, depending on the size and density of
the emission region. In addition, the medium is
usually restricted to be in local thermodynamic
equilibrium (LTE). Then, the source function for
the radiation field can be specified to be the black-
body source function, B(T,).

In this paper, we will investigate the behavior of
aluminum as a broadband source of kilovolt x rays
starting from a much more ambitious set of
theoretical assumptions and objectives than are
used in the gray-body approximation. LTE condi-
tions will not be assumed. Rather, we shall study
the approach of aluminum to LTE as a combined
function of electron-ion and radiation field-ion
interactions. In addition, special emphasis will
be placed on the calculation of self-consistent
aluminum K-shell emission spectra as they ap-
proach the blackbody curve. Thus, the detailed

frequency dependence of both the source function
and the absorption coefficient will have to be deter-
mined from a detailed treatment of the aluminum
medium and vice versa. Steady-state conditions
will be assumed in these calculations.

Because of the relative simplicity of one- and
{wo-electron optical spectra, emission from the
hydrogenlike and heliumlike ionization stages
within the K shell produces one of the simplest
spectra to analyze in detail. However, even in
this case, approximations must be made with
respect to the amount of spectral detail and
energy-level structure employed in the calcula-
tions. Nevertheless, one can be guided, as we
have, by experiment in order to model either the
most prominent or some of the most diagnosticaliy
important features of the K-shell emission spec-
trum. Furthermore, only through a detailed treat~
ment of the major photocouplings and of the com~
peting coupled emission and absorption processes
can both diagnostic and dynamic information on the
aluminum plasma’s collisional-radiative state be
self-consistently determined.

II. IONIZATION MODEL

The K-shell spectrum we have chosen to compute
as well as the couplings to the aluminum plasma
that both produce and self-absorb this radiation
are shown in Fig. 1. The spectrum consists ot
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FIG. 1. The K.series aluminum spectrum on the left is calculated from the radiative transitions connecting the
Alx-x1v energy levels shown on the right, Also listed are the locations of the aluminum ground-state—to-ground-state

radiative recombination emission edges.

five free-bound continua and eight lines whose
upper ionic states lie in the hydrogenlike and
heliumlike manifold of states. The spectrum be-
gins at the emission edge of the A1XO to AlXI
(He - Li) radiative recombination continuum at
442 eV and extends to 6.13 keV, far into the wings
of the A1X1V to AlxmI (Z ~ H) and AlxXI to AlXI
(H-- He) recombination continua, Lyman o-, 8-,
and y-like line emission from A1XT and AlXII is
computed along with the 1s%~-1s2p3P intercombina-
tion line in A1XII and the 15%2p-152p*°D satellite
line in AlXI. These lines lie on the background
continuum which is produced by the He-Li, Z
~H(n =2), and H-- He(1s2p3P) recombinations.
"The H-like Ly line also lies on the generally
strong H- He continuum,

The excited-state structure of our aluminum
ionization model consists only of the K-shell levels
shown in Fig. 1 together with 152515, 153s1S, and
153d 'D states in A1XII and 2p, 3s, 3p, 3d, and 44
states in A1XI. Only the radiative couplings shown
in Fig. 1 are included in this model, e.g., both
Balmer and lithiumlike line emission are purpose-
fully suppressed. Thus, all of our radiative cou-
plings to the aluminum K shell can be fully detail
balanced as blackbody radiation energy densities
within the medium are reached. As a conse-
quence, collisional-radiative equilibrium (CRE)
caleulations performed with this model can sen-
sitively model the aluminum X shell’s approach
to LTE even under conditions where its radiative

couplings are much stronger than the correspond-
ing collisional couplings.

Because of the generally local nature of electron-
ion interactions and in spite of the fact that the
strength of many of the K-shell radiative inter-
actions can be and often are much stronger than
the corresponding strength of the collisional inter-
actions, it has historically been the case that CRE
calculations emphasize and are much fuller in their
collisional than in their radiative couplings. A
similar condition exists within the present state of
our aluminum K-shell model, i.e., it contains a
complete network of collisional transitions and
only the partial (13) set of radiative transitions
described above. The density and temperature
behavior of the rate coefficients coupling the level
structure in A1XI has been described in one of
our earlier papers.? The 5 bound excited states
are fully coupled collisionally to one another and
to the A1 XI and A1 XU ground states. The 1s2p°
autoionizing state, on the other hand, is excited
only by dielectronic recombination from the A1XII
ground state. It decays radiatively to the 1s%2p
state and by autoionization with a rate of 1.41
x10* sec™!, which was computed recently.®* The

-excited states within the A1XTI and Al1XII ioniza-

tion stages are also fully coupled collisionally.
The level structure and collisional couplings for
this aluminum K-shell model are identical to the
structure and couplings that we used in a previous-
ly described ecarbon K-shell ionization model.*
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IIl. CRE EQUATIONS-PLASMA MODEL

Since we are interested in the full CRE behavior
of the aluminum K shell for a widely varying set
of plasma conditions, the ionization dynamics and
K-shell emission spectrum must be computed from
one another self-consistently. Hence, the major
computational problem is not just to solve the
radiation transport equation, but to calculate a
self-consistent set of photocouplings, and to relate
the strength of these couplings to the calculated
emission spectrum. If we let N, denote the popu-
lation density of the gth ionization state of the
plasma and W,, denote the total rate of the transi-
tions from the bth to the ath state, then in CRE,
N, must be determined by solving the following set
of rate equations:

Z Wab("\'e' Uu)Nb =0 » (1)
T .
2Ny =N, @)
>
and
ZZbNb =N,. . (3)
b

N, is the total ion density, N, is the electron
density, U,, the radiation energy density at fre-
quency v, and Z, is the ionic charge of the bth
state. Because of the rate coefficient dependence
on U,, solutions to Eqs. (1)-(3) are geometry
dependent. In a planar geometry, U, can be cal-
culated by solving a transport equation for the
specific intensities, I,(u, z), of the form5

[ £1u=+ku(su_1u)’ (4)
where p is the cosine of the angle between the
light ray and the normal to the plane along which
z is calculated. &, and S, are the absorption co-
efficient and source function, respectively, of the
radiation at frequency v. U, (in units of ergs/
cm®Hz) is found from I, by averaging over the
angles of the different ray directions:

i) =22 [ aut,w,2). )

In addition the emission spectrum W(v) (in units
of erg/cm?sec Hz), is calculated from the first

moment of I, evaluated at the surface of the plasma:

W(u)=21rfl dp pl,(n,2=2,). (6)
-1

The ionization and emission behavior of aluminum
that is described in this paper is obtained from
solutions to Eqs. (1)-(6).

Photon coupling to a set of rate equations can be
carried out through the use of Einstein A and B
coefficients, which satisfy the detail balance rela-
tions,®

- Ayv)
B,,(v) -m ) ("
Byl0) = (WNy/N i T By(),  (8)

where { ) g denotes that LTE relative values of
the population densities are to be taken. The A
coefficients can be factored into a total decay rate,
AT, times a profile function ¢,,(r), where

f:bdb(u)dv =1:
An(V)= Afba,(v) - ' ®)

For free-bound continuum emission, ¢ was taken

to have the form~
D) =1V = vy Y/ ET ) Voa "V)/*Te, (10)

where hy,,=E,~E, is the energy difference be-
tween the ionic states of the transition and 7, is
the Heaviside function:

1, v=0

N4} = 0 (11)

v<0.

The total rate of radiative recombination, A],

—10-14

Te=5x10%K  _[1ps
N; = 8 x 102Yem? |

—{10-18

1017

LINE PROFILE FUNCTION (Hz'")

41018

1019

3.62 372 382 392 4.02 4.12
FREQUENCY (10''7Hz)

FIG. 2. On the bottom of this figure, the calculated
line profile functions of the heliumlike resonance, in-
tercombination, and satellite lines are drawn for an
electron temperature of 5 x 10% K, an ion density of
8 x 102! cm¥, and a 2-mm thick planar plasma. On the
top of the figure, the calculated emission spectrum of
these lines under these plasma conditions is compared
to the blackbody curve.
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=N,0,(T,), was calculated using Seaton’s formula,®
@, (T,)=5.2x107 1 Z,x1%(0.43 +31nx = 0.47,A27) |
(12)

where A =hv,,/kT,.

For line emission, energy and momerntum con-
servation imply that ¢,, has the form, which is
compatible with Egs. (7) and (8):-

dulv) = PRUCEINRFLE ¢:;,(u) , 13)

where ¢},(v) was taken in our calculations to be a
Voigt profile whose collisional width was deter-
mined from the total lifetime, including stimula-
ted emission (i.e., power broadening), of the ex-
cited state 6.° Thus, at high plasma densities,
where the collisional lifetime of the excited state
exceeds the radiative lifetime, the Voigi param-
eter, a=Av_/Av,, which is the ratio of collisional
to Doppler linewidths, becomes linearly depen-
dent on electron density. Finally, the following
set of calculated values for the spontaneous radia-
tive decay rates A, were used in our caleulations:

Transition A (sec™)
AIXIT n=1-n=2 1.34x10%
> =1l-n=3 1.59x10%

n=1l-n=4 3.66 x 10
AlXIl 1s°-152p3P 2.54x 10%
1s%-152p 1P 2.83x 102
1s>-1s3p 1P 7.71x10%2
1s*-1s4p'P . 3.2 x10%
Alxt 1s22p-1s2p°°%D 1.3 x10%

Local photocoupling within the plasma occurs
by means of Eqs. {1). The long-range, cross- -
coupled nature of the radiation interactions mani-
fests itself in Eq. (4), which can be placed in the
form, ‘

B FL=1=S,, (14
where the increment d7, in optical depth is de-
{ined as d7, =~ k,dz. In general, S, and k. must be
computed by summing over the various processes
in which a photon at a given frequency is emitted
or absorbed within the plasma. Each of the eight
line profiles was calculated over a frequency in-
terval that overlapped with the neighboring line
profile. Thus, at high densities emissicon in the
wings of one line is partially reabsorbed by and
pumps the line nearest it in the spectrum. The
greatest overlap of line and continuum prccesses,
however, occurs in the vicinity of the resonance,

intercombination, and satellite triplet of lines.
Their overlapping line profiles are drawn in Fig.

2 at an aluminum ion density of 8 x10%' em™ and

at an electron temperature of 5x10% K. As an
illustration of the net outcome of this line coupling,
a calculated emission spectrum is shown above

the line profiles in comparison to the 5x10% K
blackbody emission curve. In the vicinity of these
lines k, and j,=%,S, must be calculated by summing
over the different line and continuum processes
that couple in this frequency interval:

B, = kR 4+ Bl 4 pSL 3 C (15)
Ju=igt 43 45 455, (16)

where the superscripts, RL, IL, SL, and C denote
resonance line, intercombination line, satellite
line, and continuum, respectively. The continuum
absorption and emission coefficients are, in

turn, sums over the three free-bound transitions
in Fig. 1 that radiate into the frequency interval
around this triplet of lines. Finally, self-consis-~
tency with the photocouplings in Egs. (1) requires
that the individual absorption and emission coef-
ficients be related to the Einstein A and B coef-
ficients by the expressions

(Bas = (v /) Byo(WIN, — Bp(v)N,], 17)
(J)ep = B /4M)AL(VIN, . (18)

In solving Eqs. (1)-(18), we made no attempt
to fully resolve the spatial variations of the popu-
lation and radiation energy densities that are in-
troduced by their mutual interactions even under
the assumptions we made that the plasma had a
uniform total ion density and uniform electron and
ion temperatures. Nevertheless, the calculations
generated a good deal of information about the
aluminum plasma’s radiative behavior. Moreover,
they were self-consistent and demonstrated impor-
tant effects of the induced spatially varying photo-
couplings. In all, in the calculations that were per-
formed, a symmetric plasma problem was as-
sumed, half of the plasma was divided into 11
cells, and the temperature dependence of 167 col-
lisional rate coefficients was calculated along
with 29 population densities, 136 radiation energy
densities, and 13 photocouplings per cell.

IV. APPROACH TO THERMODYNAMIC EQUILIBRIUM

In order to reach thermodynamic equilibrium,
the combined ionic radiation system must satisfy
this condition: the population densities must attain
their LTE values (N*) enabling the source func-

- tion to reach blackbody values,

2h1/c?
BU(T,)zz,,—,-f;fé:I . {(19)
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1f we focus our attention, for example, on an ex-
cited state of the plasma of population dens ity N,
which undergoes a radiative transition to a lower
lying state having a population density N,, then,
in general, in collisional-radiative equilibrium,

(W o PP Won)v =(WCE L WE W, + Z W, N, .
e(p=1)

(20)

In this equation, W WP W™  and WP denote
the collisional and radiative excitation and deex-
citation rates, respectively, that connect states

I and u directly. W° represents the sum over all
rates for which u deexcites to other states than /.
Finally, }° W, N, represents the sum over all ex-
citation processes of the upper state that originate
from states other than I. We can solve Eq. (20)
for the ratio of the population densities:

N, _WE +w™ 45 W,W,/N)
N, we +w % +W oD

(21)

Then, if one defines b,,; to be this ratio when the .

plasma is in LTE,

_ N} WE g

bu1= Iv_; =WCD =E;‘_e hu“'/fzre 3 (22)
a measure of the extent to which the plasma is out
of LTE can be defined by ~

ulEl- (*Vu/Nl)/bul' (23)
From Eq. (21) one then finds that
€ul =fm(1 - SP/bul) +f0D(1 -'So/bul) 3’ (24)
where
WP
fre =W +W?ED 4+1pyOoD (25)
Wwop
F = s (26)
s"sw"”s/wPD , (27)
0
Z N WOD . (28)

Thus, the degree to which the population densities
are out of LTE is given by a weighted average over
the degrees to which (1) photoexcitation and deex-
citation processes and (2) other quenching pro-
cesses that connect to the upper level do not sep-
arately detail balance. The weighting factors are
branching ratios that determine the relative
strengths of the three distinguished deexcitation
processes.

A similar analysis can be carried out for the
source function S,, which can be written, in gen-
eral, in the form

S,= (35 +55)/(kk +ES), (29)

where j% and B are the total emission and ab-
sorption coefficients of the eight overlapping lines
in the calculation. In an infinite, uniform medium,
for example, the departure of the radiation field
from that of a blackbody field can be defined in
terms of the departure of the source function

from B,:

€=1-S,/8B,. : (30)
Then, from Eq. (29), one finds that

€,=F;(1-S;/B)+F5(1-S}/B,)," @1
where

FL=pL/(RL+EC), (32)

FC=RC/(RE+EC), (33)

Sy =itk

=30/kC . (35)

Thus, §, diifers from B, in proportion to the
amount that contineum (free-bound) or line absorp-
tion is dominant and also in proportion to the de-
gree to which the individually defined continuum

or line source functions differ from B,.

For the K shell of an optically thin aluminum
plasma to be in LTE (i.e., to be collisionally dom=-
inated), the collision theory of our model predlcts
that the ion density must be at least 10** em™,
However, in an optically thick aluminum plasma,
LTE can be reached at much lower ion densities
depending, to some extent, on the line profiles.

In order to investigate this phenomenon, we per-
formed the following calculation. A planar plas-
ma, 2-mm thick, at a uniform electron and ion
temperature of 5x10° K, was chosen and CRE
solutions to Egs. (1)-(18) were obtained for ion
densities up to 102 em ™. The total ion density
was taken to be uniform. The behavior of the
population densities was monitored in terms of
the quantities defined in Egs. (20)-(28). Figures
3 and 4 show, respectively, the relative progres-
sions of the population densities of the n =1 and
n =2 states of ALXII and of the 1s?'S and 1s2p'P
states of AIXII towards LTE at the center of the
plasma (z=0).

In each figure the curve labeled 1 is a plot of
€y, curves 2 and 3, are plots of 1 - s¥/s,, and
1 -—s°/bu,, respectively, the curves 4 and 5, are
plots of f°P and f°°, respectively. The population
densities for the Lo transition in Al X11 reach
LTE (tobetterthan 1%)at an ion density of 6 104
cm”™ 3, while the populations of the Al XII L ¢ transition
respond more slowly to the buildup in the radia-
tion densities at the center of the plasma and re-
quire an ion density of 10?2 ¢cm™ to come into LTE.

Note that curves 4 and 5 cross at a higher density.
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Hla:n=1.-n=2

.01 N . - s
° 10 102 102 108

N;lem™3)

FIG. 3. The quantities appearing in Eq. (24) are com-
puted as a function of ion density for the energy levels
involved in the hydrogenlike Lyman-c emission. The
quantities €,,, 1=s7/by, 1-s°/by, fFP, and f°, labeled
a8 curves 1--5, respectively, were calculated at the
center of a 2-mm thick uniform-density, planar plasma
at a temperature of 5 x10° K,

and after thermal equilibration has substantially
occurred, in the hydrogenlike system (Fig. 3) than
in the heliumlike system (Fig. 4). Thus, the in-
fluence of collisions, which connect the 2p states
of ALXII and A1XII to states other than the 15
and ls, is stronger relative to the Lyman-a
couplings in A1 X0 than in A1X1H." Also, note that
curves 2 and 3 fall together in both figures. Thus,
the behavior of curves 2-5 suggests (1) that the

1.0 — , . :

0.1~

L

He-La: 1s3'S-1s2p'P

0.01 - - - :
100 S tem 102 102

N, (cm™3)

FIG. 4. The quantities appearing in Eq. (24) are com-
puted as a function of ion density for the energy levels
involved in the heliumlike Lyman-& emission. The
guantities €, 1-s7/by, 1-s°/by, P, and 7P, labeled
as curves 1-3, respectively, were calculated at the
center of & 2-mm thick uniform-density, planar plasma
at a temperature of 5 x10¢ K,

103 — Ty v e
~, ~ ¥
. ~ \\\ .

10%n

1s— (2s, 2p}
1s? — 1s2p'P

4
0.1 . il TP . A ]
1020 102 Neml) 107 6=

FIG. 5. Ratios of photo to collisional excitation rates
(solid curves) and deexcitation rates (dashed curves)
connecting upper and lower radiating states are plotted
against ion density for the Lyman-~a lines of Alxu and
Alxul as well as the Z —~H and H — He ground-state ra-
diative recombinations. These ratios were calculated
at the center of a 2-mm thick, uniform-density plasma
having a temperature of 5 x 10° X,

imbalance in the photorates which define s* re-
flects itself in an imbalance of the rate processes
defining s°, and (2) that the lower the density at
which fOP exceeds f®P, the higher will be the ion
density that it takes for the population densities

to reach LTE. However, for a 2-mm thick planar
plasma, we see that LTE is reached at an ion
density 100 times lower than is required in optical-
1y thin aluminum plasmas.

.... Figure 5 provides a reason for this behavior.

The solid curves are ratios of photo-to-collisional
excitation at the center of the plasma for the four
transitions indicated. The dashed curves are cor-
responding ratios of photo to collisional deexcita-
tion. The merging of the dashed and solid curves
occurs at densities where the photorates begin to
detail balance. In all of the transitions, at the
point where merging occurs, the line photoexcita-
tions are more than 10 times stronger than line
collisional excitations and the free-bound excita-
tions are more than 100 times stronger than the
corresponding free-bound collisional excitations.
Thus, the diffusion of photons in frequency is
strong, i.e., there are many photon-scatterings
per collisional excitation.

Near the surfaces of the 2-mm thick plasma
where the flux patterns of the radiation begin to
skew outward and become hemispheric, higher
densities than 1022 cm™ are needed to bring the
ion populations into LTE. Figures 6-9 illustrate
this behavior in terms of the quantities in Eq.
(31). These curves, of €,, (1-S5/B,), (1-S5/B,),
FL, and FS were calculated at an ion density of
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z= 093 mm
N; = 10%2¢m?
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FIG. 6. The calculated percentage departure of the
source function from blackbody values in the outer cell
of the plasma is shown as a function of photon energy.
The calculation was carried out at an ion density of 1022
em™ and a plasma temperature of 5 x10° K in a 2-mm
thick plasma,

102 em™® in the outside cell of the plasma. The
center of this cell is located 0.99 mm from the
plasma center. Figure 6 shows the frequency be-
havior of €,=AS7/B,. Near the core of the satel-
lite line, the source function approaches B, to
better than 5%. At other frequencies, S, oscillates
between 10 and 40% deviations from B, depending
on which ionization stage and which emission pro-
cess contributes most heavily to S,. In Fig. 7, the
separate contributions of 1 ~S./B,=AS5/B, and
1-56/B,=AS55/B, to AST/B, are drawn for com-
parison to the AST/B, curve. The ASL/B, curve
is labeled BB and the ASS/B, curve, FB. One

1.0~
b
{ BB
as, +
5 | )
107 |
3 N

z =099 mm
N; = 10322 cm™?

N 102 1 i i L L 1 J
12 14 16 18 20 22 24 26

ENERGY (keV)

FIG. 7. The calculated percentage departures of the
line source function (curve labeled BB) and the continu-.
um gource function (FB) from blackbody values in the
outer cell of a 2-mm thick plasma is shown as a func-
tion of photon energy. The calculation was carried out
at an lon density of 10?2 cm ™ and a plasma temperature
of 5 x10° K,

1.0

T

fon

W01

2 =093 mm

N, = 102cm?

102

12 14 16 18 20 22z 24 28
ENERGY (keV} '
FIG. 8. The fraction by which the line source function
of Fig. 7 contributes to the total source function of Fig.
6 is plotted as a function of photon energy.

can infer from Figs. 6 and 7 that the A1XIIl system
is closer to LTE than A1XI1 in agreement with
Figs. 3 and 4, and that levels within A1XIl and
AlXu1 deviate wniformly (i.e., by the same factor)
from LTE. The fact that St and S§ are formed
from sums of overlapping line and continuum emis-
sion processes can be seen from the way in which
the two curves transit between the different
line and continuum values. The weighting factors
FL and FS (labeled fpy and fyp, respectively) of
the ASE/B, and ASS/B, contributions to €, are
plotted in Figs. 8 and 9. In the region of overlap
between the lines, far removed from the line
cores, we see that photons are absorbed princi-
pally by photoionization events (80-90%), but that
absorption in the wings of the highly broadened
lines is still at minimum 10 to 20% of all absorp-
tions. ' '

The broadening of the lines as a function of ion

10 - e

il

v

T

fra

10 -

o z = 0.99 mm
N; = 102cm?

102 1 ! 1 1 L I .
.2 14 16 18 20 22 24 28

ENERGY (keV)

FIG. 9. The fraction by which the continuum source
function of Fig. 7 contributés-to the total source function
of Fig. 6 is plotted as a function of photon energy.
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He INTERCOMBINATION |
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MNiem™3)

FIG. 10. The computed Voigt profile funcrion param-
eter, a, which gives the ratio of collisional to Doppler
linewidths, is plotted as a function of ion deasity for 5
of the lines in the K-series spectrum. The plasma was
2.mm thick and at a temperature of 5 x10° K.

density is shown in Fig. 10, in which the Voigt
profile parameter, a, is plotted for 5 of the
transported lines. In these calculations, the Li-
satellite linewidth is density independent, since it
i the rate of autoionization that determines the
collisional lifetime of the 1s2p° level. Note that
the He-like Lg line is more strongly broadened
than the He-like Lo line once collisional broaden-
ing becomes dominant since as one moves higher
in the manifold of excited states, the state density
becomes greater and the energy separzation of the
states becomes smaller leading to stronger colli-
sional mixing and stronger interuptions of the
radiative processes.

One result of the large broadening of the lines
at high densities is that their opacities relative
to the free-bound continuum decrease as the ion
density is increased. This effect is seen in Fig.
11 where the optical depths of the two Lyman-a
lines close to line center!® are plotted as a func-
tion of ion density along with the free-bound opti-
_ cal depth at the emission edge of the Z -~ H and
H-- He ground-state—~to-ground-~state recombina-
tions. In spite of the fact that the He — La line
opacity exceeded 10% at the end of the calculations,
they were performed for a fixed set of cell spac-
ings that were finer toward the surface of the
plasma. For example, the innermost cell was
taken ts be 400-pm thick, while the outermost
cell was only 10-um thick. Consequerntly, the
spatial variations of the source function were im-
perfectly resolved as a function of densiry, i.e.,
optical depth; however, this is an intrinsic limita-
tion of all radiation transport calculations that
are based on a finite number of plasma cells.

108

104

To

1034

102

10}

1.0 ; S |
10 1022
N; {cm 3}
FIG. 11. The optical depths of the hydrogenlike and
heliumlike Lyman-¢ lines near line center and of the
Z — H and H — He ground-state radiative recombinations
at the emission edge are plotted as a function of ion den-
sity. The plasma was 2-mm thick and 2t a temperature
of 5 x 108 K.

"

T10w

When a different set of cell spacings were used

to carry out the calculations, the photocouplings
and emission spectra were changed somewhat, but
not in a way to significantly affect the main con-
clusions or basic results of the calculations.

One of these basic results is the computed be~
havior of the emission spectrum as a function of
ion density. Figures 12 and 13 contain 2 sets of
spectra, at two different ion densities, of both the
emergent flux and a blackbody flux calculated at
the surface of the plasma (lower curves) and at
145 pm behind the surface (upper curves). Once
again, these are spectra from 2-mm thick plas-
mas. The two sets of companion curves demon-
strate a well-known phenomenon of line formation
in a highly optically thick medium; namely, that
line cores become self-absorbed in the surface
layers of the emission region where the popula-
tion can no longer be held in LTE by the decreas-
ing strength of the radiation field as they are in the
interior.!! As can be seen in these figures, the
spectrum at the points of reversal is also lowered
from the blackbody curve. Figures 12 and 13,
also illustrate how the K-shell spectrum changes
from emission to absorption due to line-core
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FIG. 12. The computed K-series emission spectrum
from a 2-mm thick planar plasma at a density of 10%
ions/cm® and a temperature of 5 x 10% X is shown rela-
tive to the blackbody spectrum (lower set of curves).
The same spectra as computed 145 um behind the sur-
face of the plasma are shown in the upper set of curves,

reversal as the ion density is increased and the
continuum and line wings move up toward the
blackbody curve. The range of density values
over which the plasma will produce an absorption
spectrum is imperfectly predicted by these calcu-
lations since more cells are needed at the plasma
surface to monitor the transition of the surface
ionization state towards LTE when the plasma be-
comes collisionally dominated. One can infer
from Fig. 5 that densities of at least 10°* are
needed for this to occur. Note also in Fig. 13 that
the lithiumlike satellite line is relatively unaf-
fected by its passage through the surface layer,
since its formation is already collisionally con-
trolled by dielectronic recombination and auto-
ionization. The relative populations of the two
levels involved in this transition are determined
essentially by the electron temperature; absorp-

107 E N, = 3.16 X 107 ¢m> 10"
T, = 5X10°K ]

1015 _\ 7 <10

qonk _\\ ~§ 101

SPECTRAL INTENSITY (Wicm?keV)

10v4 103

12 1:4 11.6 1:8 20 22 24 28

ENERGY (keV)

FIG. 13. The computed K-geries emission spectrum
from a 2-mm thick planar plasma at a density of 3.16
%10%! ions/cm? and a temperature of 5 x10® K is shown
relative to the blackbody spectrum in the lower set of
curves. The same spectra as computed 145 pm behind
the surface of the plasma are shown in the upper curves.

tion in the continuum accounting for the remainder
of the line-formation behavior (see Figs. 6-9).

K-shell spectrum formation at high density has
several other interesting features. At 10% jons/
cm?®, for example, the Z - H and H— He continua
are sufficiently opaque (Fig. 11) to become self-
absorbed, like the line cores, on their passage
through the surface layer. At 3.16x10% jons/cu®,
H - He emission is becoming thin, while Z - H
emission remains relatively thick. Consequently,
both the H-like Ly line and the Z - H emission
edge appear as absorption features in the H~He
continuum. Finally, note that, while all the lines
in Fig. 13 have opacities larger than 20, the K-
shell spectrum lies completely away from the
blackbody curve due to core self-absorption and
continuum absorption.

Spatial differences in the ionization state of a

1.00—— ——

0.867}
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0.733

0.6

N1,:(0)
1s?

0.333-

0.2 2l i
1077 101® 109

1
1020 1021 1022 103

N; iem3)

FIG. 14. The computed ratio of Alxn 1s? IS population densities at the center and surface (2= Z;) of the plasma is
plotted as a function of ion density. The 2-mm thick plasma was at a temperature of 5 x10° K.
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FIG. 15. The computed ratio of Alxu 1s3p P population densities at the center and surface (z=Zy) of the plasma is
plotted as a function of ion density. The 2-mm thick plasma was at a temperature of 5 x10% K.

plasma of uniform temperature and density are
induced by the radiation interactions. These ion-

ization gradients can be inferred from the emission

spectrum when line reversals are observed. How-
ever, the magnitude of the population differences
is computable directly. Three examples are given
in Figs. 14-16. The ratios of the populztion den-
sities af the center and surface of the plasma of

the heliumlike 1s® ground state, 1s3p excited state,

and the hydrogenlike n =2 excited state are shown
in Figs. 14, 15, and 16, respectively, as a func-
tion of ion density. They were calculated over six
orders of magnitude of density change in two
separate calculations; one calculation was begun
at the lowest, and, the other, at the highest den-

sity value in the figures. The self-consistency of ‘

the two calculations was demonstrated by their

smooth merging at the density midpoint of 10%°
ions/cm3® The behavior of the ground state of
A1XnI and of the A1 XIV population density is simi-
lar to the behavior of the 1s3p and n =2 popula-
tions, respectively. Maximum gradients in the
hydrogenlike and heliumlike excited-state mani-
folds occur at around 10*° ions/cm® while the
maximum gradient in the heliumlike ground state
occurs above 10%! jons/cm®. At these maxima,
from 4 to 7 times as many ions may exist at the
center or surface of the plasma as exist at the
surface or center, respectively.

V. TEMPERATURE DIAGNOSTICS

One important reason for calculating x-ray
emission from optically thick aluminum plasmas
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Y00 101 T

PR . i a L
1020 1021 1022 100
N; (em3)

FIG. 15. The computed ratio of Alxuin=2 population densities at the center and surface (z=Z}) of the plasma is
plotted 2s e function of ion density. The 2-mm thick plasma was at a temperature of 5 x 108 K.
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of well defined sizes, shapes, ion densities,
temperatures, and ionization states is that it is
common experimental practice either to assume
or to infer such information from x-ray spectral
data obtained from laboratory experiments where
the plasmas generated are short-lived (£0.1 pusec)
and small (21 mm)."? If the size and temperature
of the emission region are known, as they were
in the preceding calculations, the strength of the
line reversals, the relative strengths of the con-
tinuum background to the line, linewidths, the
‘height of collisionally controlled satellite lines,
and the existence of absorption features in the
continuum background all provide important den-
sity information about the medium. On the other
hand, if the size and density of the emission re-
gion are known, the problem of deriving “a tem-
perature” from spectral data appears to be much
more complicated.

To begin with, in most laboratory situations, it
is generally impossible to sustain the plasma in
a steady state at a reasonably well-defined tem-
perature, hence, the plasma’s temperature will -
at first be rising and later falling (perhaps
rapidly) during emission, and an assumption of
collisional-radiative equilibrium may itself be of
limited validity. Furthermore, the peak tempera-
ture reached may often be a function of the rates
of heating and radiative cooling. Since time-
integrated spectra are usually measured during
short-lived experiments, variations of the emis-
sion spectrum with temperature must be known in
order to properly time integrate different spectral
features. In addition, most spectra are recorded
on film, which generally has a dynamic range on
the order of 100. Thus, it may not always be pos-
sible to simultaneously resolve the line and con-
tinuum structure., This recording problem is il-
lustrated in Figs. 17 and 18.

Both spectra in Figs. 17 and 18 were calculated
from a 2-mm thick planar plasma. The spectrum
in Fig. 17 was calculated at an ion density of 3.16
x10%* c¢m™ and an electron temperature of 5x10°
K, while, in Fig. 18, the ion density and electron
temperature were 10 cm™ and 1.88x107 K,
respectively. In both figures, a dashed horizontal
line is drawn, roughly 50 to 100 intensity units
below the peak line intensity of each figure. In
Fig. 17, none of the free-bound continuum lies
above this line; in Fig. 18, only a small portion
does. Film recordings of these spectra, therefore,
would not necessarily detect any of the continuum
background unless they were saturated at the lines.

The absolute intensities of the lines, and the
relative intensities of the satellite to intercombin-
ation to resonance lines can be used to provide
other spectral diagnostic information which is
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FIG. 17. Calculated K.geries aluminum spectrum
from a 2-mm thick plasma at an ion density of 3.16
%10 em™ and a temperature of 5 x 108 K.

sensitive to the temperature and opacity of the
emission region. The intercombination line in
Fig. 17, for example, is twice as intense as it
is in Fig. 18; whereas, the resonance lines of
Fig. 17 is more than 5 times as weak as it is in
Fig. 18. Moreover, the intensity ratios of the
satellite, intercombination, and resonance line
are usually observed as they appear in Fig. 18."
If line ratios are used to make temperature
estimates of an optically thick transient emission
region, it will be undoubtably important to locate
the background continuum relative to the line
peaks as well as to know the size of the emission
region in order to have good estimates of both the
density of the medium and of the relative amounts
of collisional and opacity broadening of the lines.
Figure 19 provides some information about these
aspects of the problem of spectral interpretation.
In this figure, seven calculated power output '
curves are drawn (per a unit of surface area) as
a function of the plasma temperature for two cases
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FIG, 18. Calculated K-series aluminum spectrum

from a 2-mm thick plasma at an fon density of 10°° cm™
and a temperature of 1.08 x10" K,
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FIG. 19. The spectrally integrated intensity from a
blackbody emitter (BB) is compared to the czleulated
integrated K-series emission into the continvum (RR) and
hydrogea Lyman-a line (H La) from 2-mm thick plas-
mas at ion densities of 10’ em= and 10%! em=, The
solid H La curves represent integrations of the line
emission further into the wings of the line than the
dashed H Lo curves.

in which the ion density was 10?? em ™ and 10%°
em™S, Again the plasma thickness was 2 mm.
The curves labeled RR represent the integrated
intensity under the K-chell spectrum {from 440 eV
to 6.1 keV) exclusive of line-core radiation. Four
curves of intensity output from the H - Lo line
are also drawn; the dashed curves represent sym-
metriczl integrations of the intensity under this
line to 2.3 average Doppler widths (7.25x10% Hz)
from line center (which is at 4.17x10%7 Hz); the
solid curves are integrations to 17.8 Doppler
widths. At 10%° ions/cm?, the dashed and solid
curves of H - La emission are nearly identical
and indicate that little emission occurs in the
wings of this line; however, at 10%* ions‘cm?® the
dashed and solid curves show there is consider-
able emission in the wings of the H - La line,
The final curve on the figure, labeled BB, is a
plot of the oT? blackbody emission rate. The close-
ness of approach of the total K-shell emission
curve at 10%! ions/cm?® to the blackbody curve in-
dicates the strength of the continuum emission from
the He - Lii recombination in the sub-kilovolt
spectral range. Per cm?® of surface area, an in-
put power of 10 TW would be needed to sustain a
plasma of this size and density at temperatures
around 300 to 400 eV against its x-ray energy loss.
If one compared experimentally only the inten-
sity output curves of the H — Lo emission at the
two densities of Fig. 19 one would overlook the
approximate N} increase in K-shell x-ray yield
due to the rise in continuum emission from the
plasma. At 10% jons/cm?®, our calculations show

that continuum emission from the K shell domin-
ates over the line emission, although a film re-
cording of this x-ray spectrum might indicate
strong line and virtually no continuum emission.
The reason for this recording phenomenon can

be found in the relative sizes of the frequency
intervals encompassed by the lines and by the con-
tinuum. For example, the frequency interval over
which the solid emission curves of the Ha line

in Fig. 19 were computed was 2.67x10% Hz. On
the other hand, the total frequency interval that

is covered in our K-shell spectrum calculations

is 1.37x10'® Hz.

VI. PHOTOPUMPING

We have seen that for 2-mm thick, planar
aluminum plasmas photoabsorption is the domin-
ant means of exciting the K shell (see Fig. 5) at
moderate densities and temperatures (10'° <N,
< 10*%, T,~5x10°). One might expect, therefore,
to produce a population inversion within the alum-

_ inum K shell by selective photoexcitation. In fact,

a scheme in which the 1s*-1s2p resonance line in
silicon is used to pump the 1s’-1s3p transition in
aluminum was proposed recently.*

One method of studying this proposal in its most
ideal form is to pump a planar aluminum plasma
symmetrically at both surfaces with a blackbody
flux of photons that is filtered outside of a fre-
quency interval surrounding the 1s2-1s3p line at
frequency v,. The strength of the pump radiation
can then by characterized by a radiation tempera-~
ture Tpump, Where

pump = _M
v - e"/kRTpump 1

for ve[v, - Av, vy + av]. I,=0 otherwise. If the
thickness of the aluminum plasma is sufficiently
small and its density is sufficiently low, the pump
radiation will penetrate the medium and produce
an inversion between the 1s2p and 1s3d states in
AlXTl . Results from such a calculation are shown
in Figs. 20--23. The calculation was carried out
for the following uniform set of plasma conditions.
The electrons were relatively cool for K-shell
excitations at 2x10® K. The ion density was
2x10' em ™3, and the aluminum plane was 1-mm
thick, i.e., the distance the pump radiation has to
penetrate to invert all of the A1XII populations
was 300 pm. The gain coefficient for the 1s2p 'P-
1534 'D line was calculated assuming no feedback
on the population densities from this line radia-
tion.

Figure 20 shows the computed emergent flux
from the plasma when the strength of the pump
radiation is defined by Tpump, =1.58 x10° K, slightly



2208 K. G. WHITNEY, J. DAVIS, AND J. P. APRUZESE 22
wzt. 102 . R —— r ey
[ Toump = 1.58 x 108K i

Sl
£

5
g 107 .
210005,
E ]
w
] | T, = 2 x 108K
5_105— N; = 2 x 10'* em?
E + 2, = 500 um To 10 =
& 10 4
]

~
107 4 H 1 ]

| ] i ]
10 12 14 16 18 20 22 24 26
ENERGY (keV)

FIG. 20. Calculated K~series emission spectrum from
8 1-mm thick plasma at an ion density of 2 x 10!® cm™®
and a temperature of 2 x 10° K in the presence of an ex-
ternal, filtered, blackbody pump of 1.58 x 10% K strength.

below the ambient electron temperature. The fre-
quency interval, 2Av, is sufficiently small so that
only the 1s°-1s3p line is pumped. The strength of
the pumping is indicated by the depth of the hole .
in the pump radiation spectrum following its pas-
sage through the relatively cool plasma.

At a slightly higher blackbody pump temperature,
the ALXII ions at the plasma surface acquire a
1s2p-1s3d inversion (see Fig. 21). The gain coef- -
ficient rises steeply to a value of 50 cm™ at a
pump “temperature” 3 times the electron tempera-
ture. However, Tpump must reach values in excess
of 107 K in order for the pump radiation to suf-
ficiently penetrate the plasma to invert the 1s2p
and 1s3d states in the center cell and to generate

102 - ' =T
- |
10 —+10
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FIG. 21. The calculated gain coefficient at the surface
of the plasma (z= Z;) and near the center of the plasma
{z=2,) is shown as a function of the strength of the ex-
ternal pump radiation. The integrated gain in the direc-
tion perpendicular to the plasma surface is also drawn.

0.1 . b . ety
108 107 108

Toump(K)
FIG. 22. Calculated optical depths of the heliumlike

Lyman-o and Lyman-$ lines near line center and at
plasma center as a function of pump strength,

an integrated gain G = foz° gdz in the direction
perpendicular to the surface. [Because of the
thickness of the center cell in these calculations
(150 pm), the rise in G followed closely the rise
in g{z =0).] )

The behavior of G is correlated to the behavior
of the optical depths at the center of the plasma
of the 1s*-15s2p and 1s*-153p lines, which are
shown in Fig. 22 as a function of Tpump. Below
8x10° K, the optical depth of the He-18 line is
too large for much of the pump radiation to pene-
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FIG, 23. Calculated population densities at the surface
of the plasma as a function of the strength of the external
pumping radiation, The electron temperature in the
plasma was 2 x 10° K.



trate into the plasma. At Tpump= 107 K, the He-LB
optical depth finally drops to one and the plasma
center volume is pumped; however, self-absorp-
tion of the He- Lo line is still sufficiently high to
populate the 1s2p state and quench the 1s25-1s3d
inversion. A further increase in the pump strength
is needed to diminish He- Lo absorption and invert
the 1s2p-1s3d populations in the plasma interior.
The decrease in opacity of the AIXT Lyman lines
with pump strength is related to the dual effect of
this radiation to populate the upper energv levels
and to deplete the heliumlike ground state of the
aluminum plasma in CRE. These effects are il-
lustrated in Fig. 23, where the population den-
sities of the Al XI through Al XIVground states
and the 1s2p'P and 1s52p3P excited states at the
plasma surface are plotted as a function of Tpump.
At a plasma temperature of 2x10° K and for Toump
<10° K, the plasma consists mainly of the ground
state of AIXIl and is primed for pumping. As
Toeap 1S increased, AIXT is excited tc the 1s2p P
state, where electron collisions are sufficiently
energetic and frequent to populate other excited
levels in AIXIT as well as the ground state of
AIXII. When Al XII decays radiativelr to the
AIXIl ground state, the emitted free-bound con-
tinuum acts to pump the n =3 state in Al XIII,
Electron collisions ionize this state and Al XIV ions
are formed. Also, once 1s2p°P states are pro-
duced through collisional mixing of A1XI excited
states, they become photoionized by the pump
radiation, ie., the 152p3p state is the only ex-
cited state in Al XTI that is photocoupled to Al XmI
in our present analysis. Hence, the more rapid
fall of the 1s2p*P than the 152p 'P population den-
sity with increasing T, is an artifact of our
model.

VIL. SUMMARY AND CONCLUSIONS

In recent years, several new experimental
methods have been developed to generate high-
energy-density plasmas in the laboratory, two of
the most notable being laser produced and exploding
wire plasmas.'® While they are similar in many
ways to astrophysical plasmas, these laboratory
plasmas differ in two important respects from
their astrophysical counterparts. One, thev are
highly transient, and two, their sizes are of the
order of x-ray absorption lengths. Hence, during
the course of their evolution, they enter and leave
regimes where the frequency-by-frequency opacity
of the radiation they generate enter significantly
into the physics of their evolution.

Because of the similarities of plasma conditions,
however, it is natural that the techniques of x-ray
data analysis, commonly employed in astrophys-
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ics, should be utilized to aid in the interpretation
of the x-ray data that is being acquired in the
laboratory. However, because of the important
space-time differences, the x-ray analysis tech-
niques of astrophysics must also be refined and
further developed to be applied with the required
generality as a laboratory analysis tool.

In the calculations that were described in this
paper, the photocoupling physics was an integral
element of not only the energy flow within small,
highly excited, dense aluminum plasmas, but of
the excitation states of these plasmas as well. We
were able, nevertheless, to self-consistently com-
pute the aluminum K-shell emission spectrum in
a simple planar geometry and to thereby establish
that techniques can be developed to analyze theo-
retically generated x-ray spectra in analogy to
the techniques that are used to analyze experi-
mental spectra, e.g., densitometry, the measure-
ment of line ratios, widths, etc. The advantage
in the theoretical case, of course, is that all of
the underlying conditions of the emitting medium
are known and can be monitored directly. In fact,
we have also made movies which demonstrate in
time, for example, how the spectra of Figs. 12
and 13 slowly evolve into one another as the ion
density is changed. To paraphrase from Scott’s
article,'® just as the graphical display of data,
which replaced the tabulation of numbers, was a
major past scientific advancement, similar bene-
fits may occur as scientific movie making allows
one to correlate changes of these graphical data
displays in time. Since the variability of plasma
conditions is very large, simple physical systems
must be analyzed, at first, before ore can pro-
gress sensibly in directions of more complex
physical situations. For this reason, the plasma
conditions that were used in the calculations of
this paper were purposely chosen to be uniform.

Four important effects were seen as the ioniza-
tion stages of the K shell approached LTE and the
plasma approached radiative equilibrium. First
of all, in a millimeter sized aluminum plasma,
the LTE approach is made under conditions where,
for example, photo-excitation rates are 10 to 100
times larger than corresponding collisional exci-
tation rates. Secondly, the collisional widths of
the lines begin to exceed their Doppler widths as
the K-shell emission spectrum approaches the
blackbody curve. Broadly self-absorbed line cores
result and the line emission begins to strongly
overlap. At frequencies midway between the lines,
where normally one expects continuum emission to
dominate, the lines account for 10 to 209 of the
source function. Thirdly, in contradistinction
to the two-level atom approximation, which is
often used in astrophysics at low ion densities
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and low x-ray fluence levels, the quenching con-
tributions of collisional transitions to and from
levels outside of the two undergoing the radiative
transition were found to have an equal influence,
along with the photocouplings, on the rate of ap-
proach of the population densities to LTE. Finally,
the ability of spatial gradients in the energy den-
sity of the radiation field to induce spatial gradients
in the population densities was found to extend
over at least 6 to 7 orders of magnitude in ion
density.

Two calculations were also described where the
plasma temperature was varied at two different
fixed ion densities and where continuum emission
in the K shell was found to increase as N2 while
the corresponding line emission increase was less
than ¥, (Fig. 19). In these calculations, continu-
wm emission was found to exceed line emission
(at ion densities 2 10 cm™). Moreover, at 10%*
ions/cm?®, continuum emission totally dominated
the energy flow from the plasma and approached
the rate of blackbody emission at temperatures
around 2x10° K, where He~ Li recombination
was the major emission process. The inclusion
of L-shell radiation into the calculation will no
doubt lead to the conclusion that aluminum at the
plasma conditions of this calculation is a black-
body radiator.

The importance of the continuum background was
seen for both temperature and density diagnostics
even though on film this measurement may be
difficult. Because of the time-dependent nature
of x-ray emission processes in the laboratory, a

“temperature estimate” of the plasma from x-ray
data, if based on considerations other than an
energy-level diagram, might easily be meaning-
less or at best misieading. This statement will be
especially true if the size and density of the emis-
sion region are changing with time in addition to
the temperature.

Finally, in order to more dramatically illustrate
the radiation field’s ability to drive the aluminum
K shell, a calculation was performed in which the
1s®-1s3p transition in A1X1l was pumped by an
idealized external source that was designed to
produce an inversion of the 1s2p'P and 1534 'D
states. The results of the calculation suggested
that x-ray lasers based on X-ray optical pumping
schemes may need to be designed as surface
lasers'” if CRE conditions are approximated and
opacity effects are important. We found in the
test situation under study that, as the pump
strength was increased, the gain coefficient at the
surface of the plasma saturated. This effect was
caused by the depletion of the AIXII ground state
as the pump radiation penetrated further into the
plasma. In fact, beyond equivalent blackbody
pump strengths of twice the background electron
temperature, the ionization of the K shell was
determined as much by the pump photons that ‘
bathed these ions as by the ambient electron gas.
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Two of the most fundamental aspects of the sodium-neon resonantly photopumped x-ray laser
system are examined: the functional dependencies of the sodium-plasma pumping-line power output
and the atomic-level kinetics in the neon which determine gain. For sodium, the growth of pumping
power with size, temperature, and density of the plasma is quantified with numerical and analytic
calculations. In the neon an analytic model of the gain kinetics is developed which allows quantita-
tive assessments of the effects of each important rate and process on the gain. Both analytic models
should be applicable to similar resonantly pumped systems by using the appropriate rates for those
systems. In addition, a novel way of depleting the lower lasing state in an optically thick laser medi-

um is presented.

I. INTRODUCTION

About a decade ago it was suggested'” that population
inversions in highly ionized plasmas could be obtained by
radiative pumping of closely matched lines from different
elements or different ionization stages of the same ele-

ment. Some experimental success>* has been achieved in

inverting the n =4 and n =3 levels in MgX1I and Mg XI
by pumping with resonant Ly-a and 15%—1s2p !P transi-
tions in C VI and CV. More recently, enhanced ultraviolet
fluorescence has been demonstrated® using matched-line
pumping of C1t by Al Quite a few other promising
matched-line pairs have been identified."*%? In evaluat-
ing the practicality of any of the matched-line schemes,
one must first be concerned with the level of pumping
photon flux which can be obtained with a given plasma.
In general, the greater the pumping flux, the larger the
achievable gain in the pumped plasma. Delineating the
relationship of various pumping-plasma properties to the
achieved output power is a principal subject of this paper.
Also of great importance to the viability of this technique
are the essentials of the level kinetics in the pumped plas-
ma. This determines the actual gain in conjunction with
the impinging photon flux. We show below that it is pos-
sible to develop analytical parametrizations for the photon
transport of the pumping radiation as well as the kinetics
of the gain medium. These analytic models exhibit clearly
the influence of all the important plasma and atomic pa-
rameters. They are also useful for quantitative assess-
ments.

In this paper we consider one of the most promising of
the proposed systems: the NaX 1s5?!S;—1s2p 'P, line at
11.0027 A pumps the NeIx 1s5?!Sy—Is4p'P, line at
11.0003 A. The strongest potential lasing lines in the
pumped neon plasma are 2p 'P;~3d 'D,, 2p 'P,—4d 'D,,
and 3d'D,—4f'F;. The attractiveness of this scheme
stems from several features. Both ions are heliumlike, a
closed-shell configuration which is present over a relative-
ly wide range of plasma conditions. The line wavelength
match is excellent—two parts in 10*—which is about one
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Doppler width. Also, both ions are readily producible in
either laser plasmas or Z pinches driven by high-power
pulsed generators. In previous work!® we have demon-
strated that substantial power in the sodium line was
achieved in a laser-fusion implosion experiment at Ro-
chester!! in which sodium impurities were unintentionally
included in the glass microballoon. In this experiment a
brightness temperature of 227 eV was achieved in the

. pumping line. No numerical modeling of the sodium was

possible since the impurity concentration was unknows.. .
The line intensity was obtained by modeling the neon
spectrum emitted by the compressed microballoon, and
inferring the sodium-line intensity from its strength rela-
tive to the modeled neon lines. The neon model was
used!® to numerically demonstrate that temperatures of
50—100 eV and electron densities of 10"°—10% em™? in
the neon component would produce substantial gains
when exposed to the 227 eV sodium radiation. In Sec. II,
an analytic model of the NeIX kinetics is developed which
has been found to reproduce in considerable detail and to
clarify the previous numerical results. In Sec. III, a2 nu-
merical atomic model of the pumping sodium-plasma
component is detailed, and quantitative results of the
power output in the pump line are given as a function of
the basic plasma properties. An accurate analytic
parametrization is developed for the pump-line photon
transport which greatly influences the power output.

I1. BASIC KINETICS OF THE PUMPED
NEON PLASMA

Even though contiguous sodium-neon components will
ultimately influence each other’s properties, it has been
found possible to minimize this by use of a transparent
thermal buffer separating them.!” It is useful conceptual-
ly, and reasonable physically, to consider the neon plasma
separately and characterize its interaction with the sodium
solely by its absorption of a given pumping-line flux. Let
us assume this flux is impinging from one side—i.e., it
fills 27 steradians. If T(eV) is the effective brightness
temperature of the sodium line, the associated net flux, as-
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suming isotropic emission from the illuminated 27 stera-
dians, and that T << 1127 eV, is

.1
Fo=27 jo BTNudu
=7B(T)
9.4 X 10% ~ 127 VT oros /om2sec Hz , (1

where in Eq. (1), u is the cosine of the ray angle. The pro-
Jection factor p=cos® averaged over the hemisphere
- reduces the net directional flux #B,(T) by a factor of 2
from the angle integrated specific intensity 27B (T). Al-
though it is the net flux which is usually measured in the
laboratory, the pumping rate is independent of the angle
at which the photons flow. Therefore the equivalent
pumping rate per neon ion in the heliumlike ground state
is

+o 27B(T)
Pe= f —o hvy

where o,, the cross section for photoabsorption in the
Nei1X 1s’—1s4p 'Pline is given by

o,dvsec™! (2)

2
o= f4(v) . 3)
mc

In Eq. (3), f is the line absorption oscillator strength
(0.056) and ¢(v} is the normalized-line profile. Our calcu-
lations show that sodium-line fluxes intense enough to
pump significant inversions in the neon arise from sodium
plasmas optically thick enough to cause substantial opaci-
ty broadening and saturation in the emitted-line profile.
Therefore we may reasonably assume that the sodium flux
is constant across the absorption profile of the NelX
152—1s4p 'Pline. Hence

20BAT) ge?
4= T T
hv mce

where T refers not to the kinetic temperature of the sodi-
um plasma but the equivalent blackbody temperature of
the pumping NaX 1s2—1s2p 'P line. Inserting the ap-
propriate numerical values in Eq. (4) leads to

Py=1.54X10" ¢ =127 eV)/T goo =t 6

fsec™?!, 4)

For an equivalent flux temperature of 227 eV, as found in
the Rochester experiment,'®!! Eq. (5) yields a pumping
rate P, of 1.1 10" sec™! for the 1s4p 'P level of NelIx
per ground-state neon ion. At the highest neon-plasma
temperature conducive to substantial gain'® (~ 100 eV),
the collisional excitation rate coefficient 1s2—1s4p 'P is
2% 107'® cm?sec™!. The highest ground-to-excited col-
lisional rate coefficient is to the 152p 'P level (1.4 10~
em’sec™!). At electron densities of 10%° cm™3, these rates
are equivalent to pumping of 2X 10* sec™! and 1.4 10°
sec!, far below any reasonably achievable sodium
photon-pumping rate. Recombination rates to form the
Neix excited states depend upon the Ne X fraction. How-
ever, for a plasma which is half hydrogenlike and half
heliumlike, with N, =10% cm™3, the highest collisional
and radiative recombination rates at 100 eV are 2 orders
of magnitude below the photon-pumping rate quoted
above. Thus, in a properly prepared sodium-neon system,
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excited-state population of the neon levels is dominated by
the pumping photons. This fact provides the basis for the
analytic description below.

In the following equations, numerical subscripts refer to
the singlet levels of NeIX. For convenience the ground-
state population N (1s52'S,) is set to unity. With this con-
vention, the creation rate of the n =4 singlets is given by
P,, exactly as in Eq. (5). The D’s refer to the destruction
rate of the level, i.e., the sum of all the collisional and ra-
diative rates out of the level.. F; is the fractional popula-
tion (relative to the ground state) of level i. The singlet
sublevels are assumed to be statistically distributed and
the justification for this assumption is the agreement the
model produces with previous numerical results.!® Equili-
bration time of the excited states relative to the ground
state is controlled by the spontaneous decay rates, which
greatly exceed the collisional deexcitation rates at densities
suitable for gain (N, <10*! cm™3). The equilibrium time
is approximately 4 ~! where 4 is the spontaneous decay
rate. Averaged over the n =4 singlet sublevels, 4~}
equals 5 psec. Therefore the steady-state assumption pro-
vides a reasonably accurate description of level popula-
tions in these plasmas whose hydrodynamic time scales
are at least an order of magnitude larger. In steady state,
the fractional population is equal to the creation rate di-
vided by the destruction rate, i.e.,

F,=P,/D, . _{6)

The n=2 and n =3 singlet levels are ultimately con-
trolled by the pumping of n =4. As shown above, cou-
pling upward from the ground state is negligible. Howev-
er, radiative decay to the ground state is very important.
Let C;; and A4;; stand for the collisional rate coefficients
and radiative rates coupling the n =i and n =j singlet
levels, respectively. The n =4 level is the highest level
which need be considered when radiative population of
this level dominates the kinetics. Define

Rijr—*Ci]-Ne +A,] SOC—l y (72)
4
D;= Z CijNe +AI] sec‘l . (7b)
j=1

The n =2 and n =3 singlet-level populations are given by
the following simple steady-state equations:

FyDy=FRyp+F3Ry; , (8a)
F3D3 =F4R43 +F2R23 (8b)
which, given Eq. (6), have the following solutions:

Py Ryp+R3uR4;3/D;
DD, 1—R3yRy3/D3D;

_ Py Ryz+Ry;3R4 /Dy
DyD3 1—-Rp;R;3,/DyDs

F, (9a)

Fy

(9b)

Equations (6), (9a), and (9b) exhibit all the important in-
teractions and processes which control the presence or ab-
sence of gain in the Ne1x system. The fractional popula- -
tions, hence gain, are all directly proportional to the
pumping rate due to sodium photons P,. The results for



2978 ' J. P. APRUZESE AND J. DAVIS 31

gain given by Egs. (6), (9a), and (9b) have been compared
with the numerical results presented in Ref. 10 by using
T =227 eV for P, in Eq. (5) and doubling the resulting
value to account for the two-sided illumination assumed
in Ref. 10. Generally good agreement is obtained with
this previous work for the three strongest potential lasing
liness (p'P,—3d'D,, 2p'P,—4d'D,, and 3d ’132
—4f 'F;). The cutoff densities, above which lasing is im-
possible due to collisional spoiling of the inversion, are
well represented by this analytic model. The densities of
the lower states (n =2 and n =3 singlets) increase with
R.; and R; which in tum increase with electron density.
Not surprisingly, all of the populations, hence the gain,
are inversely proportional to the destruction rate D, of
the n =4 singlets.

The results of Ref. 10 as well as the above analytic
model have been developed under the assumption that the
neon component of the plasma is optically thin. One of
the most serious effects working against the practical
achievement of gain in such a photon-pumped system is
the potential presence of radiation trapping in the strong
lines NeIx 1s%—1s2p 'P and 1s2—1s3p 'P. Such trapping
will increase the populations of the n =2 and n =3 lower
lasing states once the neon plasma becomes optically thick
to these two lines. A neon plasma of characteristic width
w(um) will reach optical depth of approx1mately unity in
the 1s2—1s2p 'P line when w~35x10*/N, um. For the
152—153p 'P line the size would be 5.6 times greater be-
fore optical depth unity would be reached. The effect of
radiation trapping on gain can be straightforwardly calcu-
lated with the above analytic model. The decay rates 45,
Asy, and A are replaced in Eqgs. (7) by 45, P,y1, A31P.31,
and Ay P,s; where the P,’s are the spatially averaged
photon-escape probabilities for the three resonance lines.
For neon plasmas where significant gain is achievable
(moderate optical depths and densities) a Doppler profile!®
provides an adequate P,. In Fig. 1 are presented results
for gain versus optical depth in the Neix 1-2 line. In this
case a one-sided illumination with a sodium pump flux of
1330 ergs/cm?sec Hz is assumed. The neon plasma is as-
sumed planar, as would be appropriate if either the target
were planar or a thin shell of neon surrounded a cylinder
or sphere containing the sodium pump. This is an effec-
tive pumping rate an order-of-magnitude smaller than
that achieved in the Rochester experiment.!®!! At
N,=10" cm~? the gain exceeds 7 cm ™! in the 4-3 line up
to optical depth 10. At N, =10% cm~3 collisional mixing
of the states has reduced the fractional inversion even for
the optically thin case. Therefore, as the optical depth in-
creases the gain in the 4-3 and 3-2 lines drops more sharp-
ly than in the corresponding lower-density case. The as-
sumed neon-plasma temperature is 65 eV for these calcu-
lations. Direct attenuation of the pumping radiation is
taken into account using the 1-4 optical depth from the
center to the edge of the neon plasma. The gains at zero
optical depth are an order-of-magnitude smaller than
those of Ref. 10, exactly as expected for such a reduction
in pump flux. OQur assumed pumping flux of 1330
ergs/cm-sec Hz is readily achievable as is demonstrated
below.

As seen from Fig. 1, radiation trapping will substantial-

100 ~

T
£
L
£
<
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1.0
§
i
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61 5 10 15 20 25 30
OPTICAL DEPTH OF 1s?-1s2p'P LINE
FIG. 1. Gain in the NelX 3d'D—4f'F (solid line) and

2p 'P—3d D (Cott=d line lines is plotted against optical depth
in the 1s*—1522 'P line. The planar neon plasma is assumed to

" have a temperaiurz of 635 eV and is pumped on one side by 2

matched-line scdium flux of 1.3 10° ergs/cm® secHz.

ly reduce the gain although at N, =10'" cm™3, neon plas-

mas of width w =300 um could be tolerated before the
gain drops to Iess than 7 cm™! in the 4-3 line. One possi-
bility for reducirz this effect would be to intersperse the
neon target wita spatially discrete regions containing
fluorine or a fluorine compound instead of neon. The hy-
drogenhke FIX Lne 1s-6p lies at 11.56 A ,compared to -
Neix 1s2—1s3p‘P which is at 11.544 A. Thus the
fluorine line could intercept the trapped 1-3 photons and
possibly prevenrt their further diffusion in the neon plasma
and subsequent repopulation of n=3. This scheme
would not work if decay of F1X 1 =6 to n =1 always fol-
lowed photoexcitation of n =6 by the trapped NeIX pho-
tons. In that case the photons would re-enter the radia-
tion field. However, cnce FIX n =6 is excited, decay to
n =1 is very unlikely compared to the sum of the other
possible processes such as radiative decay to 7 =2--5, and
especially collisicnal transfer to n =35 and n=7. The
overall fluorine quenching fraction for absorbed Nelx
photons is greater than 0.99 even at N, =10 cm~* The
major questions relating to this proposed technique are,
can targets be designed to effectively intersperse sufficient
absorbing fluorine in the neon plasma; and, also, would
the FIX 1s-6p profile be sufficiently broadened by Stark
and other effects to bridge the 16 m A gap between it and
the trapped Neix 1s-—1s3p 'P line photons? A more de-
finitive assessment is reserved for a future paper.

IH. SODIUM PUMPING POWER AS A FUNCTION
OF PLASMA PROPERTIES

As has been detailed in Sec. I, the pumpmg power in
NaX 1s?—1s2p ‘P photons at 11.0027 A is the principal

)
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determinant of achievable gain in the neon laser-medium
plasma. Therefore we turn our attention in this section to
the question of the sensitivity of the pumping power to
the basic properties of the sodium plasma—temperature,
density, and size. To perform such an assessment we em-
ploy a numerical atomic model which assumes the sodium
plasma to be in collisional-radiative equilibrium and in-
cludes radiation transport for all optically thick lines.

A. Atomic model and rates

We consider only sodium plasmas of such temperatures
and densities that the K shell dominates the ionic species.
Hence, only ground states are included in this model for
all stages below lithiumlike. For the lithiumlike stages,
the 1522525 (ground), 1s22p?P, 1s%35°S, 1s5%3p 2P,
1523d 2D, 15?41, and 1525/ levels are included. The heli-
umlike stage carries, in addition to the ground state, the
15253, 1525 'S, 1s2p 3P, 1s2p 'P, 1531°L, 1531 'L, 154,
and 1s 5/ levels. The hydrogenlike levels include n =1-—5.

The atomic processes populating and depopulating the
levels are spontaneous radiative decay, electron collisional
excitation and deexcitation, collisional ionization, and
three-body, radiative, and dielectronic recombination.
The continuum is optically thin in these plasmas; hence
photoionization is neglected. Line photoexcitation is cal-
culated by the radiative-transfer model discussed in the
next section. The sources and calculational techniques
used to obtain the rates are discussed elsewhere.'*

B. Radiation transport

Continuum radiation is treated as optically thin, which
is a good approximation for the plasmas considered
below. Many lines are optically thick, however. For such
lines, radiation transport is calculated self-consistently
with the atomic-level populations for all of the optically
thick lines which occur in the atomic model described
above. For all of the sodium lines except the pumping
152—152p 'P line of the heliumlike stage, a probabilistic
eoupling-constant technique is used. This method has
been presented in detail elsewhere,'®!® hence, only a brief
description is given here. For each of these lines a set of
coupling constants is calculated which is a matrix of
probabilities C;; that if a photon is emitted in the ith spa-
tial cell, it is absorbed in the jth cell. This calculation is
based on simple but acceptably accurate expressions for
the escape probability for a Voigt profile!® as a function
of optical depth. This technique accurately describes the
photon pumping and escape, but since the escape factors
are averaged over the line profile, the detailed frequency
profile of the line emission is lost in this simplification.

For the pumping line Nax Is’—1s2p 'P we need to
know the detailed emitted profile to obtain the flux at the
exact frequency where the pumped neon line occurs.
Therefore, for this line only, a numerical frequency grid
spanning the profile is established. Coupling constants
are calculated at each frequency using the exponential es-
cape probability which describes the transport of mono-
chromatic radiation. Overall photon pumping is obtained
by integrating over the line profile; since the emission at
each frequency is known, the pumping flux at the neon

line’s frequency is obtainable. The iteration technique
which is used to obtain self-consistency between the level
populations and the radiation field is described in Ref. 17.

C. Numerical results

In a thermal plasma (Maxwellian particle distributions)
the maximum attainable pumping flux at frequency v is
given by the Planck function. For the NaXx 1s2—-1s2p 'P
line at 11.0027 A this is given by Eq. (1):

F vmax=9.4X 10% 2T eVI/T orog /om?secHz , (1)

where it is assumed that exp{{1127 eV)/T] >>1. To actu-
ally obtain the flux given by Eq. (1) from a plasma of ki-
netic temperature T(eV) requires that the plasma be in lo-
cal thermodynamic equilibrium (LTE) and be optically
thick in the line. To reach LTE requires either very high
density, very high optical depth, or sufficient combination
of high density and high optical depth. Note also that
%, max 1S a strongly increasing function of temperature in
the 200—500 eV range where the heliumlike species of
sodium ion predominates. Therefore, one expects that the
pumping power would increase with density, size, and
plasma temperature.

Quantitative results for such increases obtained with
the numerical model described above are presented in
Figs. 2 and 3. In Fig. 2 the emergent flux in the pumping
line is plotted as a function of total ion density for an as-
sumed cylindrical plasma diameter of 1.4 mm and tem-
perature 400 eV. In Fig. 3 the same quantity is shown as
a function of tem?erature with the ion density held con-
stant at 10° cm~°, In Fig. 4 the flux is given as a func-
tion of plasma size with the temperature (400 eV) and ion

.density (10 cm ™) held constant. For Figs. 2 and 3, the

T = 400 oV
d=14mm
- 200 eV
¥ 1wl 105
T INTERNAL
§ ENERGY
o - 150 eV E
E d
L 2
5
2 w
x
é 102 :_125 eV 104
1 {
10%8 0% 1020 109

ION DENSITY (cm™3)

FIG. 2. Output flux in the NaX 15*—152p 'P line at the fre-
quency position of the pumped NeIX 152~ 15s4p 'P line is shown
as a function of ion density for a cylindrical plasma of tempera-
ture 400 eV and diameter 1.4 mm. Also shown is the internal
energy per unit volume, as well as the equivalent blackbody
brightness temperature of the emitted flux.



2580 . J. P. APRUZESE AND J. DAVIS 31

Ny =10% em™
d=14mm
- 200 eV
INTERNAL ENERGY /
/
E 103/" 105"
g /r—' _
» L]
. - 150 oV FLUX g
E ~
] 2
A
2
S ur
x
L1 v
3 w2 >e 104~
] 1
200 300 400 500

T, (aV)

FIG. 3. Same as Fig. 2, except that the ion density is held
constant at 10°° cm~* and the quantities are plotted as a func-
tion of temperature.

plasma internal energy is also shown as a rough indication
of the energetic price which must be paid by the experi-
menter to reach a given pumping power.

The pumping-line flux increases monotonically with
temperature, density, and size, as expected. However, the
growth is somewhat weaker than linear in these quanti-
ties, the strongest increase occurring as a function of den-
sity and the weakest as a function of temperature. The
greatest pump flux calculated for a 400 eV, 1.4 mm plas-
ma of ion density ~10*' em™3, is 3 10° ergs/cm?sec Hz,
about half that inferred from the Rochester pellet experi-
ment.!™!! Even at a diameter of 0.5 cm, Fig. 4 indicates
that the pumping flux is more than an order-of-magnitude
below the level of a 400 eV blackbody. The necessity for
extremely high optical depth to achieve true LTE is de-
tailed in Ref. 18. This flux is still quite adequate to pump
neon, however. We have not carried our calculations to
densities equivalent to those obtained at Rochester due to
the uncertain effects of Stark broadening. Any pump flux
above ~10° ergs/cm®sec Hz is sufficient to obtain gains
exceeding 5 cm ™! in a properly prepared neon plasma.

Much insight into the functional behavior of the pump-
ing power is obtained from studying the curves of Fig. 5.
In Fig. 5 we display the fraction of all sodium ions in the
heliumlike stage as a function of the same three basic
plasma parameters—density, temperature, and size. Note
that this fraction decreases monotonically as density, tem-
perature, and size increase. The decrease with tempera-
ture is a straightforward consequence of the increasing
ionization to the hydrogenlike and bare-nucleus stages.
The pumping power is determined by the competition be-
tween the increasing collisional excitation rate for the
152p 'P level and the decreasing fraction of ground-state
ions available for excitation. As shown in Fig. 3, the in-
creased collisional rate more than offsets—but barely—
the reduction is ground-state ions. Thus the line intensity

- 200 oV

t- 150 8V

FLUX (ergs/cm? sec Hz)

L 125 eV
w0

1 L
0.001 0.01 0.1 1.0

DIAMETER (cm)

FIG. 4. Output flux in the Na X pumping line is given as a
function of cylindrical-plasma diameter for a constant tempera-
ture of 400 eV and total ion density 10%° cm™>.

.continues to increase with temperature.

The behavior with density and size is controlled by
somewhat more subtle effects. As is evident from Fig. §,
the Na X heliumlike fraction decreases almost as strongly
with increased size and density as it does with increased
temperature. Also, the optical depth increases with both
size and density, so surely more line photons are absorbed.
Therefore, as before, the functional behavior of the line
power output is governed by the interplay of increased to-
tal excitations in the plasma (due to increased size or den-
sity) and other factors. In this case the other factors are
increased self-absorption and decreased ground-state frac-
tion. The detailed behavior of these processes determines
the resultant curves of Figs. 3 and 4, a slower-than-linear
increase in power output with size and density.

The decrease in the helivmlike fraction with both densi-
ty and size is perhaps surprising. It is due to the nature of
the ionization process. At a temperature of 400 eV, the
electron-impact ionization rate coefficient from the
1521, ground state is 1.2 10~ "2 cm®sec™!. From the
152p 'P level the rate coefficient is 6.3 10~ em*sec™ !,
and from the n =35 levels the rate coefficient exceeds 10~
cm’sec™!. Because the ionization rates are much higher
from the excited states which lie much closer to the con-
tinuum, any process which increases the population of the
excited levels will increase the ionization state of the plas-
ma. Increasing the size of the plasma increases the
excited-state populations through the increased photon
pumping which results from greater optical depth. In-
creasing the density also increases the optical depth and
photon pumping of the excited states, and an additional
increase in the excited-state populations also occurs
through the increase in collisional excitation. This ac-
counts for the increased ionization and decreased helium-
like fraction with size and density shown in Fig. 5. We
note that for 2 1.4 mm sodium plasma of temperature 400
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FIG. 5. The fraction of all sodium ions in the heliumlike stage is plotted as a function of ion density,

plasma temperature, and

plasma diameter. In each curve the remaining plasma parameters are held constant with the indicated values.

¢V and ion density 10° cm ™3, 809% of the ionization from
the heliumlike to the hydrogenlike stage occurs from the
excited states rather than the 15°'S, ground state. Even
though size has no effect on the atomic rates, the increase
in optical depth with size results in greater excited-state
populations through photon pumping and greater ioniza-
tion from the more highly populated excited-states. This
underscores the importance of the excited-state popula-
tions to the overall ionization balance.

The transport of pump-line photons is clearly of great
importance in determining the emitted-line power. In
snalyzing the transfer of line photons in laboratory plas-
mas, the following conceptual picture is often useful.!” A
tine photon is “created” when the upper level of the tran-
sition is collisionally populated and then decays radiative-
ly. Following its creation in an opticaily thick plasma the
photon will generally be reabsorbed and reemitted a con-
siderable number of times before ultimately escaping the
plasma. During each reabsorption there is a finite proba-
bility Py that the level will be collisionally depopulated
and the line photon destroyed. This probability Py is
given by D /(D + A) where D is the sum of the collisional
Tates out of the upper transition level, and 4 is the spon-
tancous decay rate for the line. Following the initial level
excitation, collisional quenching or ultimate photon es-
cape from the plasma will occur. We denote the probabil-
1ty of eventual escape by P,; the probability of escape on
any single flight is given by P,. The quantity P, is calcul-
able given the optical depth and line profile; it is used, as
described above, for calculating the coupling constants in
radiative transfer. The quantity P, may be obtained by
considering the condition for a steady-state population

density N of the upper level. Letting C stand for the col-
lisional creation rate, this condition is

C=N(D+A4P,) cm3sec™!, (10)
10 T = 400 eV d=1.4 mm
Pq
(1-PF) Pr
Q + {1 Qf Te
P, (EXACT) e
10"1 -
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fON DENSITY {cm™)

FIG. 6. The spatially averaged single-flight photon-escape
probability P, the collisional photon-quenching probability per
scattering Pp, and the approximate analytic ultimate escape
probability are plotted as a function of ion density for a 400 eV
cylindrical sodium plasma of diameter 1.4 mm. Also shown is
the exact computed numerical ultimate photon-escape probabili-
ty P,.
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FIG. 7. Same as Fig. 6, except that the same quantities are
plotted against plasma diameter for a total ion density of 10%
cm~? at a temperature of 400 eV.

where in Eq. (10), radiative reabsorption of the line pho-
tons is taken into account by diluting the decay rate by
the single-flight photon-escape probability. Even in a uni-
form plasma, P, varies with position—Eq. (10) is intend-
ed as a spatially averaged approximate description of the
photon transfer. After a few simple manipulations, Eq.
(10} yields, taking into account that Po=D /(4 +D),

N4P, P.(1—Py)
C ~ Pp+(1—Py)P, *

(11)

However, the left-hand side of Eq. (11) is the total photon
emission divided by the total upper-level excitation rate;
that is, precisely the ultimate escape probability. There-
fore,

P,(1—Pp)

Y Pp+(1—Py)P, (12
in this approximation.

In Figs. 6 and 7 we have plotted the quantities P,, Py,
and P,(1—Py)/[Pg+(1—Py)P,] versus sodium ion den-
sity and diameter, respectively. These parameters are
displayed for the NaX 15s>—1s52p 'P line for a temperature
of 400 eV and, for Fig. 6, a fixed diameter of 1.4 mm.
Figure 7 reflects calculations for a fixed sodium ion densi-
ty of 10°° cm™3. P, and Py are obtained from Voigt pro-
file formulas and the atomic rates, respectively. The ac-
curacy of the spatial-average approximation is indicated
in both Figs. 6 and 7 by also plotting P, as numerically
calculated from the actual computed line photon output
power. As is obvious, excellent correspondence is ob-
tained with the probabilistic, spatial-average approxima-
tion of Eq. (12). This is especially significant in light of

the fact that even though the plasma temperature and
density are assumed spatially uniform, the presence of a
boundary ensures a significant degree of nonuniformity in
both the photon field and the spatial profile of the level
populations.

The important feature of Figs. 6 and 7 relevant o the
line power output is the monotonic decrease of the ulti--
mate photon-escape probability P, with density and plas-
ma size. Together with the decreasing heliumlike ionic
fraction, this increased photon absorption results in the
relatively weak pump power increase with size and densi-
ty. Were the ionization and reabsorption phenomena not
present, the pumping power would increase as the square
of the density and linearly with the diameter of a cylindri-
cal plasma. The ultimate escape probability P, is seen
from Figs. 6 and 7 to decrease faster with density than
with size. This is a consequence of the fact that as size
increases, only P,, the single-flight escape probability, de-
creases if the density is constant. As the density increases,
P, decreases and Pp increases which, according to Egq.
(12), results in a faster decrease of P,.

IV. CONCLUDING REMARKS

The most important plasma atomic processes which
determine the viability of resonantly photoexcited x-ray
laser schemes have been investigated in detail with both
analytic and numerical models. The well-known and
promising NaX-—NelX system was chosen for specific
analysis, although the general trends discovered would be
valid for similar matched-line schemes.

For the pumped neon plasma, the rate and level kinetics
which determine the presence or absence of gain in the
lasing lines were shown to be amenable to an accurate an-
alytic treatment which displays in a few simple equations
all the important dependencies. The technique is also ca-
pable of calculating the deleterious effects of radiation
trapping on achievable gain. We suggest that use of
fluorine in the neon plasma may assist in removing pho-
tons trapped in the 1s2—1s3p !P line thereby counteract-
ing some of the unwanted effects.

For the pumping sodium plasma, the behavior of the
power output in the pumping line NaX 1s?—1s2p 'P has
been quantified as a function of plasma size, temperature,
and density. The functional behavior is explained as re-
sulting from the interplay of increased collisional excita-
tion and photon reabsorption with decreased heliumlike
ionic fraction. The photon transport has also proven
amenable to an analytic treatment in which the ultimate
photon-escape probability is given in terms of a single-
flight photon-escape probability and collisional quenching
parameter.

Another result of the investigation has been the deter-
mination that two physically separate neon- and sodium-
plasma components are required for significant gain. Nu-
merical calculations have shown that mixing the sodium
and neon ions cannot produce conditions conducive to las-
ing. When the mixture is hot and dense enough to pro-
duce adequate sodium pump radiation the neon is
overionized well past the heliumlike stage. This occurs



because pumping of the 154p 'P level in NeIx greatly fa-
cilitates ionization. Conversely, a mixture cool enough
and tenuous enough for proper lasing conditions does not
produce enough pumping radiation. The scheme appears
to be very promising, however, if spatially separate sodi-
um and neon components are used.
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Radiation energetics of a laser-produced plasma
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The energy transport in a laser-heated thin foil is investigated with the use of a detailed
radiatien-hydrodynamic model. The calculation is performed for a long laser pulse (3 nsec
full width at half maximum} at relatively low irradiance (10'*> W/cm?), incident on an 8-
pm-thick aluminum foil, and results confirm earlier experimental hypotheses that the dense
plasma at the rear side of the foil is heated predominantly by radiation. The model couples
a one-dimensional, planar hydrodynamic calculation with a detailed description of the
radiation-ionization dynamics in a totally self-consistent manner, thereby assuring that the
dominant physical processes determining the energy transport are characterized accurately.
The specific radiative mechanisms responsible for energy transfer from the front to the back
surface of the foil are found to be quite complex and are described in detail. The front and
rear spectral emission are presented and discussed from the point of view of both energetic
and diagnostic considerations. Shifring absorption edges due to ionizing plasma are shown
to be responsible for many interesting phenomena affecting the energy transport. Time in-
tegration of the K-shell spectral features is also studied and its effects on the temperature
and density diagnostics are analyzed. Finally Ka emission lines are shown to be a promis-
ing new diagnostic in determining the time development of the temperature near the foil ab-
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lation surface.

1. INTRODUCTION

Recent experiments’ =7 involving the laser heating

and subsequent ablative acceleration of thin foil tar-
gets have been performed to demonstrate that veloc-
ites necessary for sufficient compression of laser-
fusion fuel can be attained with present technology.
Also of great interest is the degree of preheat of the
fud® preceding the main compression phase in iner-
ual ponfinement fusion experiments. This preheat is
due to a number of effects, viz., suprathermal elec-
trons, strong shocks, thermal conduction, and radia-
tion. It has been suggested’ that the degree of
preheat can be assessed from the foil rearside tem-
‘Pperature in laser-foil experiments. In addition, mea-
surement of the rearside temperature provides infor-
mation useful in determining the dominant heating
process. )

In an effort to explain the details of the relevant
Physics involved in laser heating of thin foils, we
Bave investigated this phenomenon with a hydro-
dynamic model designed to reliably calculate the ra-
diation physics in more detail than has been hitherto
Mempted. The competing processes of energy
ransfer are studied for a low-irradiance, long-pulse
h‘ef beam in order to quantitatively verify, 2s ex-
Pnmental evidence indicates, that radiative heating
8 the dominant transport mechanism to the foil
‘ackside under these conditions. It is neither our in-
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tent nor purpose to corroborate or criticize con-
clusions drawn from previous measurements. How-
ever, comparisons will be made with experimental
results whenever possible to provide insight into the
role played by radiation in laser-foil heating.

In studying the laser heating of a thin foil, we dis-
cuss several interesting phenomena affecting energy
transport. Although an abundant amount of radia-
tion is emitted via K-shell lines in the plasma blow-
off region of the ablating foil, the mechanism of
down-conversion in photon frequency as photons are
absorbed and reemitted deeper into the plasma was
found to play a major role in the backside heating.
The relative timings of laser pulse, backside emis-
sion, and backside temperature behavior show in-
teresting but puzzling relationships in the experi-
mental results, and this theoretical study offers ex-
planation for all of these observations. Qur investi-
gation of so-called “foil burn-through” shows that
an ionization wave can propagate through the plas-
ma (much like a combustion wave), causing shifts in
inner-shell photon absorption edges and strongly
time-dependent energy transport in the dense plasma
regions. We attempt to explain the details of these
radiative mechanisms and the way in which they af-
fect the energy transport in the target and escaping
photon emission. Since the results of a calculation
of this type depend critically on the theoretical
model employed, the details of this model are dis-
cussed in depth in the section that follows.

1441 © 1983 The American Physical Society
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II. THEORETICAL MODEL

For discussion purposes, the model can be con-
veniently partitioned into three aspects: (i) hydro-
dynamics and laser absorption, (ii) ionization and
atomic physics, and (iii) radiation emission and
transport. Many of the finer details of the method
of solution of the relevant equations have been dis-
cussed at length in previous work. These studies are
referenced where applicable, but the model is
described accurately below in order to present a
complete picture of the investigation reported on
here.

A. Hydrodynamics and laser absorption

The basic hydrodynamic variables of mass,
momentum, and total energy are transported in one
dimension using a numerical scheme with a sliding-
zone version of flux-corrected transport.” A special
gridding algorithm is used which moves zones in a
Lagrangian fashion and adjusts the mesh in order to
resolve steep gradients in the flow. The hydro-
dynamic equations solved are

_e§£+3

Dt = (up)=0, (1)
_._(_P_“_. _ 49 @
Dt dx ’
Der g, _. . .
Dt - dx (up)+6md+edep

where p is mass density, u is velocity, p is pressure,
€7 is total energy, €,4 is the rate of energy loss or
gain due to radiation, €, is the rate of energy gain
due to the laser deposition process, 7 is the thermal
conductivity, and N is the ion density. The thermal
conductivity is calculated implicitly, using an itera-
tive Crank-Nicholson scheme. For each finite
difference  time-step, the temperature and
temperature-dependent conductivities are iterated on
until the maximum local relative error is less than
one percent.

Since densities did not much exceed solid density
in this study, a simple equation of state was assumed
with

ﬁ=%(er——;-pu2——61) , 4

where €; is the ion potential energy due to ionization
and excitation. A single temperature model was em-
ployed where

—_—

kT=—~t {5
(p/mp)(142)

where m; is ion mass, 7 is temperature, and Z is the
effective ion charge. The ionization energy, €;, radi-
ation energy, €,4, and effective charge, Z, are caley.
lated from the ionization-radiation equations and
are explained below. A single temperature assump-
tion is valid in the cold dense target as well as in the
laser deposition region, since thermal equilibration
times are short compared with the time scales of the
energy input and changes in the hydrodynamic vari-
ables. It is not a very good approximation in the
hot, tenuous blowoff region of the frontside, but
since the density of this region is relatively low, it is
expected to have a negligible effect on the cnergy
transport to the rear of the foil.

Since the main motivation for this study was to
investigate the role of radiation in the energy trans-
port and not to study the laser absorption mechan-
ism in detail, the laser  energy deposition was
modeled via classical inverse bremsstrahlung. The
absorption coefficient used in the calculation is de-
fined in the usual way,

O )
cozctei(l—wf,e/wz)m ’

K=

where w,, is the electron plasma frequency, 1,; is the
electron-ion collision time, and o is the laser fre-
quency. For simplicity, the asumption was also
made that-any incident radiation not absorbed be-
fore reaching the cell containing the critical surface
was dumped in that cell; hence, no reflection of the
laser radiation was allowed. This means that these
results would be more appropriately compared to ex-
periments with laser irradiances slightly higher than
the theoretical value used here, since we, in effect,
assume 100% absorption of the incident energy.

The laser pulse was assumed to have a time
dependence approximating a Gaussian shape with a
full width at half maximum of about 3.0 nsec and.
reaching a peak intensity of 10'* W/cm? at a time of
4.0 nsec after initiation of the simulation. The laser
wavelength was 1.06 pm, modeling the input from a
Nd:glass laser driver. The time history of the laser
power is shown in Fig. 4.

B. Ionization mode}

The atomic model used in determining the plasma
ionization and excitation state has been presented
elsewhere,'® and a more complete description can be
found in that work. A set of atomic rate equations
of the form

df; )
f =3I Wfi— 2 Wyli n
j

j
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is used to characterize the ionic populations in the
-plasma. Here, f is the fractional population of level
i, and Wj; is the reaction rate describing the col-
lisional processes from initial state j to final state i.
An equation of this type is constructed for each of
the atomic levels included in the model. In this cal-
rulation we considered the plasma 0 be in
collisional-radiative equilibrium (CRE),!! making
the assumption that the plasma ionization state is
immediately responsive to changes in hydrodynamic
quantities {the explicit time dependence is omitted in
Eq. (7)]. This assumption is an excellent one in the
high-density regions of the plasma (behind the laser
critical surface), where particle-particle collision
times are extremely short, but it is a marginal as-
sumption in the hot, rarefied blowoff region. Since
the temperature of the blowoff rises quickly to al-
most 1 keV and is maintained at this value (where
K-shell ions are the dominant species) for several
nanoseconds, little ionization or recombination takes
place on even a 10-nsec time scale after the peak in
the laser pulse. Hence, we have chosen to apply the
equilibrium condition everywhere in this study. Pre-
liminary results from a study of time-dependent ef-
fects on the ionization state in laser plasmas indicate
slight effects on the frontside emission, but we leave
the details of that investigation for future work.

The atomic level structure employed in this model
includes all 14 ground states of aluminum plus 84
selected excited states, somewhat evenly distributed
from Alur to AlXI (the details of the level struc-
ture and energy level values are found in Ref. 10).
With sich an extensive atomic structure, the level

dsribution of the plasma can be accurately

described from temperatures of a few eV 10 several
keV. The excited-state structure included in this
atdy was selected to best represent the radiation en-
ergetics for the plasma conditions under investiga-
ton, and we believe that this model takes into ac-

count almost all of the energetic transitions required

1o accurately describe the emission resulting from
laser-foil interaction phenomena.

The rate coefficients. that are used to calculate the
Populating and depopulating rates, Wj;, are calculat-
ed ising various scattering techniques. The process-
s included in this calculation and the methods used
8 calculating the corresponding rate coefficients are
summarized below.

{1} Collisional ionization—exchange classical im-
Pact-parameter (ECIP) method'? (the effect of au-
txonizing resonances on the cross sections has been
1gnoreds,

12 Photoionization—hydrogenic approximation
“uh Karzas-Latter Gaunt factors.!> 1+

3) Dielectronic recombination—the detailed cal-
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FIG. 1. Simple three-level diagram used to depict the
atomic processes included in this ionization model. S is
collisional and photoionization, ag is radiative recombina-
tion and three-body recombination, apg is dielectronic
recombination, X is electron collisional excitation, Y is
collisional deexcitation, 4 is spontaneous decay, and Y
and ¢~ are stimulated absorption and emission.

culations of Jacobs et al.!® are used.

4) Collisional excitation —Coulomb-Born
distorted-wave approximation including exchange
effects,’® or the semiclassical impact-parameter
(SCI) technique.!”

(5)  Spontaneous radiative decay—oscillator
strengths are taken from several calculations and
measurements. '

(6) Photoexcitation-—oscillator strengths used are
those quoted above to determine optical depths (see
the next section on radiation transport).

Finally, collisional and radiative recombination, col-
lisional deexcitation, and stimulated emission are all
calculated as the detailed balance of the correspond-
ing opposite rate listed above. A simplified level di-
agram using two ground states and a single excited
state is shown in Fig. 1 to show schematically the
collisional processes included in the model.

An important question to be addressed regarding
the rate coefficients is how well the cross sections
are known, since the radiative emission is strongly
influenced by this accuracy. An extreme upper limit
of a factor of 2 can be globally placed on the rates.
However, most of them are correct to much better
accuracy, particularly electron-impact ionization,
collisional excitation, and the oscillator strengths. A
complete referencing of these coefficients can be
found in other papers.'®1?

Once the set of rate equations (including the radi-
ation transport) has been solved for the level popula-
tions, f;, the electron density can be calculated,

N.=3zfN;, (8)
i

where z; is the jonic charge of level i and A, is the
total ion density.

The ionization and excitation energy can also be
calculated by
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51=2_XifiN1 , A (%)

where X; is the energy of level i, measured from the
ground state of the neutral atom.

C. Radiation emission and transport

The radiation emission from plasmas is strictly
dependent on the atomic level population densities.
Once these state densities are accurately known, the
radiative source functions can be calculated directly.
Except for optically thin plasmas, however, the level
populations also depend on the radiation field since
optical pumping of states by photon reabsorption
can cause significant redistribution of the popula-
tions, not only from ground to excited states but be-
tween ionization stages via both photoionization and
electron-impact ionization of excited states whose
populations have been enhanced by photoexcitation.
Thus, the ionization and radiation equations are
strongly coupled and must be solved self-
consistently. In this model, this is done iteratively
by first calculating the level populations at a time
step using the radiation field from the previous time
step, then using these populations to calculate a new
radiation field and recalculating populations until
convergence is reached. Any technique which does

- not allow for this important optical pumping of the
levels is unsatisfactory, since this feedback mechan-
ism can be critically important for both energetic
and diagnostic accuracy.

The transport scheme used in this study is based
on a probability-of-escape for the photons.’’ The
transport method for photon absorption by valence
electrons is described first. For line photons, the
probability is determined by the line shape; for a
Doppler profile at large optical depth,

P ~[7o(minrg)! 211, - (10)
while for a Voigt profile,

P~ (a; /1), (11
where 7, is the line center optical depth and a; is
the Voigt damping parameter

DA+ ZCk+ ZAj+ 3 Ci
@ X X k k (12)
i 47Avp )

Here, 4 and C are radiative and collisional depopu-
lation rates of the lower and upper levels, i and j, of
the radiative transition. Since the Voigt profile
reduces to a Doppler core at low densities, the model
calculates both probabilities and uses the largest
value (see Ref. 20 for a fuller discussion). An expres-
sion has recently been developed for Stark profiles

within the probability-of-escape formalism by &
has not yet been implemented in our model.

Continuum photons due to radiative TeCcombin,
tion processes are also transported by probability.
of-escape techniques. An emission profile of u,t
form

¢ ~exp[ —h{v—vy) /kT) (13
is assumed with an absorption profile of the form
Pa ""(""O/V)3 ’ {14

where v; is the frequency of the continuum edge.
The exact probability integral

- f‘f’ee-m"d‘v/v
[ vy

has been solved for a wide range of values for 7 (the
optical depth at the edge) and A (v—vg)/kT; the re
sults have been fit to Chebychev polynomials and
are then reconstructed on-line in the model. The
free-free emission is transported by solving the equa-
tion of transfer explicitly over a grid of photon fre-
quencies; this can be done efficiently because of the
smooth nature of the emission function. To caley
late the absorption coefficient, the following expres
sion is used?! ; '

P,

19

Kpr(v)=(const)N, N, T ~1/2

1 —exp(—hv/kT)
Xzzizfi l P )

. (18

Then, by integrating over frequency, probabilities of
escape from zone to zone can be calculated in s
straightforward fashion. '

The methods described above deal with photos
absorption by valence electrons through photoexcits-
tion or photoionization. However, effects due o
inner-shell photon absorption must also be takes
into account. This is particularly important for
laser-foil interaction models, since the neglect of
these processes leads to a gross underestimate of the
x-ray deposition in the cold, dense plasma region$
as would be seen by the presence of intense, unat-
tenuated lines and continua in the calculated back-
side spectrum. Thus, what is potentially the major
energy transport mechanism to the backside would
be omitted. ‘

In this model, each emission line or continuum
edge characterized by the ionization model is at-
tenuated by an inner-shell opacity as well as the
valence electron line and continuum opacitf
described above. The inner-shell photoionization
cross section for neutral aluminum is taken from the
fits by Biggs and Lighthill,?? and the inner-shell op-
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tical depth can be calculated in a straightforward
manner from

1'15=20'p1d,,N,, » a7
n

where op; is the photoionization cross section for
inner-shell processes, d, is the zonal path length,
and NV, is the zonal ion density.

In general, the dense plasma which strongly at-
tenuates photons via collisions with inner-shell elec-
trons is not neutral, and to accurately account for
x-ray deposition in the rearside of the foil, the cross
section must be adjusted as a function of ionization
state as well as photon energy. We have chosen to
use the numerical values of the neutral aluminum
cross sections and simply shift the M, L, and K ab-
sorption edges with ionization state. This is a good
approximation for electrons occupying the Is, 2s,
and 2p inner shells for medium- and high-Z materi-
als® A plot of the photoionization cross sections
versus photon energy for the different ionization
stages of aluminum is shown in Fig. 2. The position
of the various absorption edges was taken from the
Hartree-Fock calculations of Clementi and Roetti.?*
Note the importance of the edge shift with ioniza-
tion state; the K edge lies below the Al XII resonance
line energy of 1.598 keV (one of the strongest emis-
sion lines) for Al1-Alil1, and above it for higher ion-
ization stages. Thus, as the backside heats up, the
inner-shell optical depth of this line can drop by an

order of magnitude and significantly decrease the X-

ray heating rate.

One advantage of using an ionization model
which explicitly calculates the level populations is
that the inner-shell attenuation of photons can be
calculated state by state rather than using a zonal ef-
fective charge to determine the cross section. As a
simple illustration, consider AlXII resonance line
photons (1.598 keV) incident on a dense zone in the
foil backside i in which the ions consist of + AJIII
iAlxv and —Alv The effective 1omzatxon is
Z x=3; hence 1f one were to use a more simplistic
calculation of Z., the K edge would seem to be
shifted to the position corresponding to AlIv at
1.626 keV above the resonance line photon energy,
and the Opacity would be reduced markedly. Thus,
the K-line attenuation which actually occurs in that
zone by the 339% AlHI concentration would not be
taken into account, and the heating rate would be
underestimated severalfold if only an average zonal
charge were used. Knowledge of the state distribu-
tions in the dense plasma regions is therefore often
necessary for accurate energy transport. The tech-

, I
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FIG. 2. Inner-shell photoionization cross section versus
photon energy for aluminum. Numbers refer to the ab-
sorbing atom or ion (5=AlV or Al**).

nique by which inner-shell and valence electron opa-
cities are combined to determine a total probability-
of-escape is too detailed to present here and can be
found in a separate work.”’

Using the above expressions, coupling constants
linking each numerical zone to every other zone are
calculated for each line or recombination edge, and
the photon transport from zone to zone and also es-
caping the plasma is determined. Thus, the bound-
bound emission power is calculated by

Pbb=2 sznAmanAEm 3 (18)
m n

where 4, is the radiative decay rate for line m, N,
is the upper-state population for line m in zone n,
AE,, is the transition energy, and F,,, is the proba-
bility factor that a photon from line m, emitted in
zone n, escapes to the outer boundary of the plasma.
A similar expression can be written for the bound-
free emission

Po=3 3 NpnQmnNenFrnX m » (19)
m n

where a,,, is the radiative recombination rate coeffi-
cient for recombination edge m, N,, is the electron
density in zone n, X,, is the ionization energy of
edge m, and F,,, is the zonal escape probability fac-
tor for edge m, similar to that for the lines in Eq.
(18).

The free-free radiation is calculated using

Py=(const) S N, Ny, T, 32, [ expl—hv/KT,)F,(vidv, , (20)
n i
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where F,(v) is the probability that a photon of fre-
quency v escapes the plasma from zone n. Hence,
the total radiation power emitted from the plasma is

Prad=Pbb+be+Pff' (21)

If Egs. (18), (19), and (20) are rewritten to give the
net photon transport from zone n to zone n’, instead
of that which escapes to the plasma outer boundary,
the various radiative loss or gain rates &, €pf, and
€, can be calculated along with the total, &,
which occurs in the expression for the total energy,
Eq. (3). In this way, the net cooling and heating by
radiation emission and absorption among the vari-
ous zones of the plasma is accurately accounted for,
and a totally self-consistent radiation-ionization-
hydrodynamic calculation can be performed.

D. Ka emission

It was shown in the last section that line and con-
tinuum spectral features are calculated in this model
by explicitly treating the bound-bound and bound-
free collisional processes. In this section, a method
of calculating Ka emission is described which
differs slightly from the methods used on other
spectral features. Spectral lines identified as Ka
emission are often seen in experimental spectra when
high-energy photons or particles are incident on cold
target material.>?~3%35  For shorter wavelength
lasers, hot-electron generation is suppressed, hence,
Ka emission may be due predominantly to X-ray
reabsorption (see Mizui et al.** and Nishimura et
al® and Yaakobi er al.¥). This is the case con-
sidered here; the laser-heated front surface emits en-
ergetic x-rays back into the cold foil on the other
side of the ablation surface. These photons
penetrate the electron shells of low charge state ions
and can strip off an inner-shell electron. If the pho-
ton energy is sufficiently large, a K-shell vacancy is
created, which can be filled by either an Auger (radi-
ationless) transition or by resonance fluorescence.
For a K-shell Auger transition, an L-shell electron
can decay to fill the K-shell vacancy, with the excess
energy going to ionize an outer electron. Fluores-
cence, on the other hand, occurs when an outer {L-
or M-shell, in aluminum), electron decays to fill the
K-shell vacancy with the excess energy carried off
by a Ka photon.®® A technique to accurately ac-
count for these processes in an equilibrium plasma
has been described recently by Jacobs et al.’” In our
work, however, several simplifying assumptions
bave been made in modeling the Ka emission from
laser-foil interactions.

Using the expressions from Sec. IIC above
describing the inner-shell opacity calculation along
with the photon field from the frontside of the foil,

~

TABLE I. Transition energies and fluorescence yiejg
for the icnization stages of aluminum included in the Ka
emission model, taken from McGuire's calculations.

=t
Ionization Transition Fluorescesio
stage energies (keV) yields
Al 1.48699 0.0333
Al 1.48752 0.046
Al 1.48824 0.045
AP~ 1.48895 0.0434
Al* 1.499.58 0.0479
AP~ 1.51164 0.0522
AlS~ 1.52540 0.0619
Al'™ 1.54037 ] C.0700
A~ 1.55701 0.0623

T

we calculate a K-shell vacancy creation rate, Vg, for
each plasma zone. Since the photoionization cross
section is known as a function of ionization stageas
well as photon energy, and the ionic population des
sities are calculated explicitly by our ionization
model, this K-shell vacancy creation rate is deter-
mined also as a function of ionization state. The k-
shell fluorescence yield, wg, the proportion of K-
shell vacancies which are filled by fluorescence (Ka
emission), has been calculated by McGuire®
Hence, the intensity of Ka photons emitted from
zone n and ionization stage z can be calculated sim-
ply from the following expression:

Pr{nzi=Vilnzlog(2)AEL(zZ) , (22

where AEg(z) is the Ko transition energy for ionz
Shown in Table I are the K fluorescence yields and
the transition energies for the lowest nine charge
states of aluminum. .
It has besn shown®? experimentally for aluminum
that the Ka emission from A1°*-AP*t is usually
seen as a single unresolved feature in the spectrum
due to the small energy difference (~2 eV) separat-
ing the four lines. After the first L-shell electron
has been removed, however, the lines from the next
ions shift measurably to higher energies due to the
significantly reduced screening from the missing L
electron. Thus, the remaining lines will be seen in
the spectrum at higher energy, well resolved from
the main Ka peak but still below the AlXIl reso-
nance and intercombination lines at about 1.59 keV.
It is apparent that these lines are clear indicators of
the ionic distribution in the cold backside of the foil;
a discussion of this diagnostic in the context of the
results of this study is found in the next section.
Although opacity effects may alter the Ka emis-
sion from the backside plasma, the analysis in the
following section assumes that all the Ka emission
escapes the plasma unattenuated. Using solid densi-
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ties for aluminum, the photon cross section at 1.5
keV from Fig. 2, and a path length of 8 um, one cal-
culates the optical depth of the Ka lines due to pho-
toionization alone to be of order unity, neglecting
the resonant effects present in a warm, ionized plas-
ma. However, we leave the problem of Ka photon
transport through laser-heated foils for future inves-
ngations.

III. RESULTS

In this section, the results of a specific laser-foil
mteraction experiment are discussed. Since the
focus of our interest is in the radiation physics, em-
phasis is placed on that analysis as opposed to a de-
wiled study of laser deposition, suprathermal elec-
tron generation and transport, flux-inhibited trans-
port, etc. Previous studies have shown that the on-
set of suprathermal e¢lectrons and flux-inhibited
transport occurs at high laser irradiances.” To mini-
mize the effects of these phenomena in this study, a
relatively low-irradiance laser pulse, 108 W/cm? at
1.06 um wavelength, was assumed to be incident on
athin (8.0 um) aluminum foil.

The results of this calculation are presented in
four sections. First, a qualitative picture of the fun-
damental physical processes occurring in this calcu-
lation are presented. Second, a more detailed
analysis of the energy transfer from laser to thermal
wnergy in the foil is given. Third, the calculated
frontside and backside spectra are presented to illus-
trate the qualitative and quantitative nature of the
radiation, considering not only what escapes, but
what is trapped internally also. Finally, the Ka
emission is studied and its role as an indicator of the
dense rearside plasma conditions is analyzed.

A. The nature of laser-heated foils

When intense laser radiation strikes a thin
medium-z foil, the physical mechanisms which play
a role in the transport of that energy are extremely
tomplex. The radiation is absorbed in a relatively
thin surface layer, determined by the laser wave-
iength. The plasma is strongly heated locally by this
energy deposition and ablates away from the foil
surface creating a large density gradient. Simultane-
ously with material ablation, energy is transported
mio the foil by shock heating, thermal conduction,
~iapratherrnal electrons, and secondary radiation
emission. In order to more clearly explain the re-
sults of this calculation, the foil plasma is con-
ﬂfiered to be comprised of three regions, as shown in
Fgs.(na high-temperature, low-density “blow-
off” plasma formed as heated material ablates from
e frontside of the foil, (2) a central “transition”
Zone in which the laser energy is absorbed, charac-

FIG. 3. Simple schematic of the major physical pro-
cesses taking place in laser-foil interaction at low irradi-
ance, showing the three regions referred to in the text.

terized by large temperature and density gradients
resulting from the local deposition and transport of
energy, and (3) a cold, dense “backside” region into
which energy is transported from the blowoff and
transition zones by one or more of the processes
mentioned above.

Much work has been done in an effort to model
plasma heating by thermal conduction, shock and
compression waves, and suprathermal electrons, and
the physical mechanism of each of these processes is
at least qualitatively understood if not, as yet, quan-
tified exactly. Although several workers have stud-

- ied laser plasmas using hydrodynamic codes coupled

with radiation models,®=* no detailed study of the
role of secondary radiational heating has been re-
ported on in laser-heated foils; hence, we concentrate
our investigation on this aspect of the problem.

Laser heating of the plasma in the vicinity of the
critical surface (N =~ 10%° ions/cm? for 1.06 um laser
light in aluminum) results in radiation emission by
this heated plasma in both the forward and rear
directions. In aluminum, this radiation will consist
mainly of soft x-ray and xuv photons. The soft x
rays, with energies above 1.5 keV, are emitted from
the plasma heated to electron temperatures above at
least 250 eV, and result mainly from bound-bound
transitions due to excitation of K-shell electrons.
The xuv photons, with energies below about 1.0 keV,
are emitted from plasma between about 10 and 150
eV and result mainly from bound-free transitions
and, to a slightly lesser degree, bound-bound transi-
tions of L-shell electrons, depending on the plasma
density. Between photon energies of about 0.5 and
1.5 keV, continuum emission dominates the spec-
trum; no strong lines are found in this region due to
the large difference in excitation energies of L- and
K-shell electrons.

The radiation emitted in the forward direction
suffers some attenuation due to resonant photoexci-
tation processes, but most escapes through the low-
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density blowoff region. That which is emitted back
into the foil, however, is strongly attenuated by both
valence electron photoexcitation and inner-shell elec-
tron photoionization, due to the large optical depths
in this dense region. Since the backside plasma is of
much higher density and highly collisional, much of
this absorbed radiation is collisionally quenched, re-
sulting in increased temperature and ionization of
the cold matter. This matter will, of course, reradi-
ate much of its energy, but at lower photon energies
corresponding to the dominant ionization stages of
the colder material. This process continues
throughout the transition and backside regions, with
photons being absorbed and reemitted at lower fre-
quencies. Hence, the radiation reaching the rear
surface of the plasma is comprised of a wide spec-
trum of photons, from frontside soft x rays, which
manage to penetrate the total extent of the foil, to
transition and backside photons which have been
born in the xuv range via progressive down-
conversion in frequency of the incident soft x rays.
It is this progressive down-conversion process which
makes the radiational heating of the dense backside
plasma such a complex process, and renders the sim-
ple technique of turning the measured forward spec-
trum back onto the cold, dense plasma to obtain es-
timates of the radiational heating, somewhat inaccu-
rate.

The photons born in the transition and blowoff
regions and emitted to the rear tend to be absorbed
in the dense backside primarily by inner-shell pro-
cesses. This creates K- and L-shell vacancies which
have to be filled by the decay of a bound electron.
Since K and L fluorescence yields are so small for
aluminum, most of these vacancies are filled by
Auger processes. Hence, the radiation absorbed in
the backside region tends to be predominantly chan-
neled into ionization along with thermalization via
the ejected Auger electrons, i.e., the ejected-electron
energy is arbitrarily dumped into the thermal reser-
voir in this calculation.

B. Energy transport in the foil

To elucidate the role played by radiation in the
transport of energy through the foil, a discussion of
both the spatial and temporal distribution of the
emission is necessary. Although a large fraction of
the radiated photons are reabsorbed before ever es-
caping the plasma, much can be learned from the
gross characteristics of the radiation that does get
out. In Fig. 4, we show the total forward and back-
ward radiation power as a function of time, along
with the temporal laser pulse shape. The emission
in the forward direction is typically two orders of
magnitude more intense than that from the back-
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FIG. 4. Time evolution of the laser power and total ra-
diative power of the laser-heated foil. The total poweris
also separated into lines (bb}, radiative recombination (bf),
and bremsstrahlung (ff) in the forward and rearward
directions.

side. Also shown in the figure are the three com-
ponents of the total: bound-bound (line emission),
bound-fres {radiative recombination emission), and
free-free (bremsstrahlung) radiation. Both front and
back directions are dominated by bound-free pro-
cesses, while bremsstrahlung plays only a minor role
in the foil energetics, accounting for only 10% of
the total emitted radiation. The roughly —; nsec de-
lay between the peaks in the laser profile and the ra-
diation pulse is of no significance other than
representing the difference between the temporal
laser power and the integrated power or laser energy
deposition. Thus, the plasma radiation responds
quickly to changes in energy deposition. This is

. rather what one would expect from the frontside

emission, but it is not so intuitive as regards the
backside radiation, where one might expect some
“lag time” between laser and radiation power. It
will be shown later that the bulk of the calculated
rearward emission is comprised of secondary K-line
X rays above a kilovolt shining through the foil from
the blowoff and transition regions and hence
responds quickly to laser power. Compare this with
the backside bremsstrahlung component which is
born in the dense rearside of the foil; the response is
much slower for these photons which are truly
emanating from the rear of the foil. However, with
only a calorimeter or bolometer at his disposal, an
experimentalist would see only the response of the
more energetic shine-through component from the
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front. Of course, with thicker foils, the rearside
spectrum changes accordingly, and fewer x rays
from the front penetrate through the foil to oversha-
dow the true backside emission.

An important question we wanted to address with
this model was “How much of the backside heating
is attributable to thermal conduction, how much to
radiation, how much to shocks, etc.?”” To answer
this, a graph of the spatial variation of several per-
tinent parameters can be illuminating. In Fig. 5 is
shown a snapshot (at a time near peak emission) of
the plasma temperature, density, and net radiative
cooling; along with the position of the laser deposi-
tion critical surface (the original foil position was at
d=0). The radiational cooling follows the density
profile closely in the blowoff region, whereas it
drops sharply just forward of the ablation surface
where the plasma temperature starts to fall off.
Further into the foil, the plasma becomes heated by
radiation, i.e., it absorbs more energy from photons
than it emits. By comparing the values for the rate
of heating, we find that radiation is fwo o three or-
ders of magnitude more effective than thermal con-
duction in the dense backside region. In addition,
the assumed laser irradiance was low enough that
only a small shock wave was propagated and contri-
buted little to the backside heating. The radiational
heating of the backside region can be seen clearly in
the temperature curve. Without radiation, the curve
would drop smoothly to near zero at the backside; in
Fig. 5, however, a noticeable hump is present near
the original foil position and the temperature drops
to about 5 eV at the backside. The flat temperature
profile in the blowoff region is a consequence of the
one-dimensionality of the model, since it cannot take
account of the actual-two-dimensional cooling of the
ablating plasma.

Another point of interest in the energy transfer
physics is the temporal behavior of the backside
temperature; this is shown in Fig. 6 along with the
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lime near peak radiative emission { ~ 5 nsec),
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FIG. 6. Backside temperature of the laser-heated foil
as a function of time. The laser power is shown for refer-
ence.

laser pulse shape. The lag time between the laser
peak and the peak in the backside temperature is
about 2.5 nsec, and the temperature reaches a max-
imum of about 7.5 eV. These values are in reason-
able agreement with those quoted by McLean
et al.,? although their measurements were taken for
slightly different laser and foil parameters than
owrs. Knowing that radiation is responsible for
backside heating, one would expect the temperature
there to have a temporal behavior similar to the
rearward radiation profile. However, the total back-
ward radiation pulse (as well as the bound-bound
and bound-free emission) is characteristic of the
emission which passes through the backside, not
what is stopped in the backside. The backside
bremsstrahlung tells the story of the rearside tem-
perature history, since it truly originates in the back-
side; this can be seen in Figs. 5 and 6. What causes
the time lag, then? Why does the backside not
respond immediately to the frontside radiation shin-
ing back into the foil? The answer is that
ionization-dependent inner-shell opacity controls the
time dependence of the backside temperature. A
simpler way of stating this is that, like a combustion
wave, radiation incident on the backside region must
first “burn” its way through to the rear surface be-
fore it can heat it via the photoionization-Auger-
thermalization cycle. “Burn” in this context means
“ionize,” since the inner-shell opacity must be re-
duced before the radiation can penetrate deeper into
the plasma. How is this accomplished in the laser-
heated foil? Since the strongly emitted features of a
material are also strongly absorbed by that material
when cold and dense, a changing temperature profile
on the frontside will not appreciably alter the heat-
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ing by shifting the intense features of the spectrum
away from absorption edges. What.does occur,
however, is the shifting of absorption edges. As the
region between the ablation surface and the rear sur-
face slowly heats up, it ionizes, causing the absorp-
tion edges to shift according to Fig. 2. In this way,
radiation from the front slowly bumns its way
through to the rear surface. Thus, the upward drift
in rearside temperature after termination of the laser
pulse reported by McLean et al.? is probably not
due to thermal conduction, but, more likely, is due
to “ionization burn-through” of the dense backside
region by secondary x rays and xuv photons from
the ablation and blowoff regions.

The temporal behavior of the backside tempera-
ture can have serious consequences on fuel preheat
in laser pellets, and a common question is when the
backside becomes hot enough to heat the fuel.
Perhaps another question to consider is the effect of
the prompt shine-through radiation on the fuel. De-
pending on the pellet shell material (which dictates
the emitted spectral distribution), and the radiative
absorption characteristics of the fuel, radiation
preheat could be a more serious threat to efficient
fuel compression on a low isentrope than backside
plasma temperature.

One final point in regard to the energy transfer
through the foil is the energy partitioning. In Fig. 7
are shown the various energy terms as they progress
in time. These include the laser deposition, particle
kinetic energy, radiation energy loss, internal energy,
and energy of the ions due to ionization and excita-
tion. The final percentages at the end of the run
{t =8.3 nsec) are shown in Table II. Most of the en-
ergy has been converted into kinetic energy of the
foil, as it is accelerated by the ablating plasma in the
blowoff region. However, over a quarter of the ab-
sorbed energy has been radiated away, most of it out
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FIG. 7. Laser-foil energy partitioning as a function of
time, including laser deposition (LAS), kinetic energy
(KIN), radiative cooling (RAD), internal energy (INT),
potential energy (POT).

TABLE II. Energy partitioning of the laser-heated {n;
at the end of the theoretical simulation (7 =8. 3 nsecy.

—

Mechanism Energy (joules) Percemag,
Laser deposition 2.94x10% 1009
Kinetic enargy 1.20x 10* 403
Radiative loss 7.76 X 10} 264
Internal energy 5.34x 10° 182
Potential energy 4.29%10° 146

=

the front of the foil. The internal energy peaks near
the maximum of the laser pulse and drops thereafter
as the plasma commences cooling. The ionization
energy has been maintained at a constant level since
the peak of the laser pulse, indicating little ion
recombination has taken place during this time
This seems 2 bit contradictory in view of the de
creasing internal energy. Most of the ionization en-
ergy is in the dense backside regions of the foif,
where plasma cooling changes the temperature only
a few electron volts; this has little effect on the iom-
zation state there. On the other hand, the thermat
energy is more evenly distributed throughout the
backside and transition zones where the cooling has
more noticeable effects on the internal energy. lonk
zation energies in the transition zone are larger and
a large decrease in the temperature there will greatly
decrease the total plasma potential energy.

C. Spectral energetics

In this section we analyze the details of the for
ward and rearward spectral emission and attempt to
explain how radiation is transported through the
foil. The emphasis here will be on the energetics of
the gross spectrum, whereas spectral diagnostics are
discussed in Sec. III D.

Shown in Fig. 8 is the total, time-integrated radia-
tion spectrum from the frontside of the foil, overs
range from 10 eV to 10 keV. There are several in
teresting details in this plot which merit further dis-
cussion. At low photon energies, the emission is
predominantly bremsstrahlung; to illustrate, the
free-free portion of the spectral intensity is shown a
a broken dotted curve. Also, few lines are present
below 30 eV, since photons from most lines in this
range are born of lower ionization stages found i%
the dense backside region, and are strongly attenuat~
ed before reaching the front of the foil. Above 50
eV, many strong lines are present, sitting on a cof-
tinuum baseline made up of recombination radiz
tion. This bound-free component is also shown i2
the figure as a broken curve. Between 450 eV and
1.5 keV, no lines are present since this range falls i2 |
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FIG. 8. Full time-integrated spectrum from the frontside of the laser-heated foil. Also shown are the bound-free (bf)

and free-free (ff) components of the radiation.

the energy gap between the K and L lines; the emis-
sion here is bound-free radiation from heliumlike
aluminum. Above 1.5 keV is the K-shell radiation:
Ka emission and hydrogenlike and heliumlike lines.
The continuum level rises at energies above 2 keV
due to the recombination edges of AlXI and
AlX1v. A more detailed analysis of the K-shell
spectrum will be presented in the diagnostic section
following.

An interesting question that often occurs in spec-
troscopy is the degree to which the spectra change
during the time development of the plasma. If one
could substantiate that the “snapshot” power spec-
trum at a time near peak emission was qualitatively
similar to the time-integrated spectrum, the fre-
quently used approach of inferring that the plasma
parameters obtained by diagnosing the time-
integrated spectrum are typical of the plasma at
peak emission could be validated. In Fig. 9, we
show a snapshot of the frontside spectrum at a time
near peak emission. Comparison with Fig. 8 shows
little qualitative difference in terms of the slope of
continuum features and strong line intensities. The
only noticeable difference is the slope of the Alxi
recombination continuum between 0.45 and 1.5 keV.
In general, most of the frontside snapshot spectra
that were generated (at various times during the

main emission pulse) looked qualitatively similar to
the time-integrated spectrum; essentially only the in-
tensity levels change slightly with time. In the next
section, the K-shell x-ray spectra will be examined in
detail to assess the finer discrepancies between
time-integrated and time-resolved spectra.

We now turn our attention to the radiation spec-
trum from the rearside of the foil. The full time-
integrated spectrum is shown in Fig. 10, and sub-
stantial differences are found compared to the front-
side emission shown in Fig. 8, the most noticeable
being the absence of radiation between 80 and about
650 eV. The opacity due to inner-shell photoioniza-
tion strongly attenuates all photons in this energy
band. Below the L absorption edge, two superim-
posed features are seen: (1) The continuum radia-
tion emanating from the dense backside region and
approximating a Planckian function at low tempera-
ture (about 6.0 eV), (2) a small recombination
feature, cut off at the L edge, consisting of photons
from the transition region, which manage to escape
through the backside. The high-energy component
of the spectrum is all shine-through radiation from
the frontside blowoff region and consists of at-
tenuated K lines and bound-free continuum from L
and K electrons. Notice the distorted appearance of
these continuum features due to opacity, which
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shifts the frequency at which most bound-free pho-
tons escape from the actual recombination edge fre-
quency. The shift can be approximated by the ex-
pression

Egin ~E3"* (3rekT)V* (23)

where Eo=Hhvy,v, is the edge frequency, and 7, is
the optical depth at the recombination edge. This
calculated spectrum was verified by comparing it
with the predicted instantaneous emission spectrum
from a more detailed transport calculation® which
solves the exact equation of transfer for a large-
frequency grid, and agreement between the two
models was excellent. Superimposed on the continu-
um is the Ka emission which appears as a single
large spike with the coarse resolution of Fig. 10.
The K« radiation comes from regions where K-shell
phoions are strongly absorbed by inner-shell pro-
cesses. Only the low-energy continuum radiation
constitutes actual backside region emission, from
within a few optical depths of the rear surface. The
other features are shine-through from beyond the
ablation surface.

Although few qualitative differences were found
in time-integrated and time-resolved spectra in the
frontward direction, substantial differences are seen
in the rearward spectra. In Fig. 11, the full backside
snapshot power spectrum is shown at five times dur-
ing the emission pulse, and significant differences
are evident. At ¢; (3.0 nsec), only L-shell bound-free
emission is strong, appearing just below the K edge.
The K-shell lines and continuum are barely evident.
The sharp spike at 1.5 keV is the blend of K« lines.
At t; (3.9 nsec) and t; (5.0 nsec), two changes are
seen: (1) continuum radiation appears at low photon
energies as the backside plasma begins to heat up, (2)
more K-shell radiation is emitted and the emission
penetrates the dense plasma more easily as the
inner-shell opacity is slowly reduced by burn-
through in the transition zone and forward-most
zones of the backside region. Also shown in these
spectra is the blackbody (BB) curve (broken line)
corresponding to the temperature of the last back-
side zone. The actual emission in these spectra
tracks the BB curve very well up to the L edge.
This is due to the strong opacity at these low photon
energies, predominantly free-free, but with a non-
negligible bound-free opacity contribution. Thus, at
low frequency the backside plasma looks like a
blackbody emitter and validates the procedure of
McLean et al. in obtaining backside temperatures
from time-dependent spectroscopy at several low
photon frequencies and fitting the result to the ap-
propriate BB profile.

At t4 (6.4 nsec), the frontside blowoff is beginning
to cool due to expansion and reduced laser power,

| ] ' L | ] | |
2] B
|
nt i
10 - -
9k i
i 1IN
7
1k -
T2
£
O cuny
oS
Q
L .
~N
E R
o 1
-'[;; -l T3 -
g 1wl .
)
o
H o
~
. i
1%
Fe
8]
[}]
Q,
w =
(]
H
& -
g ,
— / o
ung -
7 3 ‘ll " /.Lﬂ\
0.01 0.1 1.0 10.0

PHOTON ENERGY (keV)

FIG. 11. Full snapshot spectra from the rearside of the
laser-heated foil at five different times: T,=3.0 nsec,
T3=3.9 nsec, T3==5.0 nsec, T4 =6.4 nsec, Ts=8.4 nsec.
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which is evident from the decrease in the K-shell
shine-through. The transition zone is still maintain-
ing its temperature, however, and the L-shell contin-
uum, just below the K edge, is still strong. The
bremsstrahlung intensity level at low frequency is
still increasing since the backside temperature
reaches a maximum at 6.5 nsec (see Fig. 6); in addi-
tion, it still maintains close proximity with the
Planck function, determined by the backside tem-
perature. Also present is a very weak bound-free
continuum feature just below the L edge, which rises
to the vicinity of the BB curve. It should be em-
phasized here that the BB curve corresponding to
the rear surface temperature does not represent an
upper limit to this continuum emission, since this
radiation is emitted from several optical depths into
the backside region and at frequencies where the
plasma is not a perfect absorber. The time-
integrated spectrum in Fig. 10 most resembles the
snapshot spectrum at this time.

Finally, at t5 (8.4 nsec) the K-shell contribution is
negligible, and only bremsstrahlung, L-shell bound-
free continuum, and Ko emission are present. Note
that the L edge is still a major absorption mechan-
ism, as evidenced by the large gap in the emission.
From a “plasma” point of view, this spectral gap is
an indication that the laser has still not burned
through the foil, since the foil backside region has
yet to be heated to high temperatures. From a radi-
ation standpoint, however, burn-through is not so
clearly defined, since secondary emission from the
frontside is the strongest radiational component
through the backside and it commences promptly
after laser-plasma interaction begins. Thus, if the
absorption cross section for the fuel (or intermediate
tamper) is large at frequencies corresponding to this
shine-through emission, and the shine-through radi-
ation is sufficiently intense, as in thinner foils,
parameters such as foil burn-through time can be of
minor consequence when considering target preheat.

To more quantitatively assess the radiative output
of this laser-foil interaction, the frontside and back-
side radiative components are shown in Table II;
the emission is separated by both energy bins and
atomic mechanism as well as direction, and is ex-
pressed as a percentage of the total radiation in the
appropriate direction. The total forward emission is
approximately a factor of 100 times more intense
than the total rearward emission. For the most part,
the table is self-explanatory. A few points need to
be emphasized, however. The low-energy brems~
strahlung from the backside accounts for less than a
percent of the rearward emission; almost all lies in
photons above a kilovolt. The bremsstrahlung com-
ponent (both front and back) as a whole is energeti-
cally unimportant, comprising only about 10% of
the foil radiation, while radiative recombination is
the most important radiative process. Conversiomr
efficiencies are often numbers of interest in experi-
ments of this sort. The total laser-to-radiation con-
version efficiency was 26.4%, hence, from Table HI,
the conversion to x rays above 1.5 keV is only 5.3%,.
and above 0.5 keV it is 129%.

D. K-shell diagnostics

Many previous papers®® have dealt with the sub-
ject of K-shell radiation diagnostics in dense plas-
mas. However, most have employed stationary
atomic models uncoupled from the plasma dynamics
for the sake of simplicity. With this model we are
able to make detailed comparisons between time-
integrated and time-resolved spectral emission for
the K-shell region to determine what portion of the
plasma evolution is characterized by the time-
integrated spectrum. Granted, with the recent ad-
vent of spectroscopically resolving x-ray streak cam-
eras, this new advanced technology has made it pos~
sible to obtain time-resolved K-shell spectra for the
first time. However, this will be a successful diag-

TABLE I11. Total time-integrated radiation energy in the forward and rearward directions,
separated by various photon energy bins and by the atomic process responsible for the emis-
sion (values are given as percentages of the total in that direction).

Photon Forward spectrum Backward spectrum
energy (eV) bb bf ff total bb bf ff total
1-40 0.0 0.1 1.2 1.3 0.0 0.0 0.6 0.6
40-125 1.2 8.0 5.1 143 0.0 0.3 0.0 0.3
125-300 7.0 11.3 22 20.5 0.0 0.0 0.0 0.0
300-500 33 14.0 0.5 17.8 0.0 0.0 0.0 0.0
500—1560 0.6 25.1 03 26.0 30.9 50.9 0.0 81.8
15605000 15.6 4.3 0.2 20.1 12 16.1 00 17.3
Total 277 62.8 9.5 100.0 32.1 67.3 100.0

0.6
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FIG. 12. Time-integrated K-shell spectrum from the frontside of the laser-heated foil.

nostic tool only if intensities are sufficiently high.
Other valuable diagnostic techniques, e.g., impurity
doping,*® tracer-dot implantation,*” and slitting to
obtain spatially resolved information, often limit the
measured intensity of the emission, making time-
resolved measurements difficult and uncertain.
Thus, the relationship between time-integrated mea-
surements and the evolution of various plasma
parameters of interest is still an important
unanswered question.

The time-integrated K-shell frontside spectrum,
shown in Fig. 12, contains Rydberg series lines from
hydrogenlike AlXIII and heliumlike Al Xil, resulting
from the spontaneous decay of np states (n <5) to
the Is orbitals. In addition, the density-sensitive
15%('$)-152p (°P) intercombination (IC) line is also
shown, as well 4s the two recombination continua
AlX1v-to-Al X111 and AlXII-to-AlXII, seen as sharp
edges above 2 keV. At slightly lower energies, the
Ka series of lines is shown; as stated earlier, they are
treated as optically thin in this study. Thus, their
intensities here are identical to those predicted in the
rearward spectrum, and it will suffice to discuss
their relative intensities as seen in Fig. 12 without
showing a K-shell backside spectrum.

In order to allow for comparison, the frontside
snapshot spectra for several times are shown in Fig.
13. Since the real X lines (as opposed to the Ka

lines) are valence electron transitions from highly
ionized aluminum, they are emitted entirely from
the frontside blowoff and the transition zone just in
back of the critical surface. As thermal conduction
of deposited laser energy back into the foil becomes
ineffective as a heating mechanism, the temperature
drops and the K lines are no longer emitted; this
probably occurs at some point between the critical
and ablation surfaces, at a temperature around
150—200 eV. Hence, the K-line emission is charac-
teristic of somewhat dense as well as rarefied regions
of the foil plasma. Limiting this first discussion to
the X lines, very little difference is evident between
the five spectra in Fig. 13 and the one in Fig. 12.
The intensities fall off at t5 (7.35 nsec), but relative
line intensities vary only slightly. To magnify these
differences, we have plotted three line ratios com-
monly used for plasma diagnostics as a function of
time in Fig. 14. Curve 1 is the H-B/He-8[1s-
3p/1s*1s5p('P)] ratio, curve 2 is the H-a/He-
a[1s-2p /15*-1s2p('P)] ratio, and curve 3 is the
IC/He-a[1s%1s2p (*P) /15215 2p('P)] line ratio.
The first two are temperature sensitive, while the
third is density sensitive. A complete discussion of
these line diagnostics in isothermal, isodense plas-
mas can be found in Ref. 18, while the effects of
density and temperature gradients on these ratios
has been described in Ref. 19.
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FIG. 13. K-shell snapshot spectra from the frontside of
the laser-heated foil at five different times: 7,=2.9 nsec,
T;=3.9 nsec, T5=4.6 nsec, T4=5.9 nsec, and T5=7.4
nsec.

What we seek to determine here is the effect of
time integration on these diagnostics. Namely, what
can we expect to learn from a time-integrated spec-
trum which has been obtained from a plasma which
changes significantly during the radiation pulse
time? Examining the time behavior of curves 1 and
2, they display maxima at 4.8 nsec when the blowoff
plasma is the hottest and the greatest abundance of

LI RATIO

2 3 % 5 5 7 3
. T {nsez) i .
FIG. 14. Behavior of various K-shell line ratios as a

function of time: curve 1 H-B/He-§, curve 2 H-a/Hewe,
curve 3 IC/He-a.

hydrogenlike aluminum ions, relative to heliumlike
ions is attained. Curve 3 shows a minimum corre-
sponding to the peak plasma density in the blowoff
region, which occurs at 4.2 nsec, slightly earlier than
the time peak temperature is reached. Superimposed
on the curves are crosses which indicate the values
for these ratios from the time-integrated spectrum in
Fig. 12. 1t seems to indicate that the time-
integration averages the values obtained for plasma
parameters over a time period comparable to the to-
tal radiation pulse width, which is what one would
intuitively expect rather than a significant weighting
by the ratios in either the pre- or post-maximum
direction. However, the more interesting question is
what is the difference in temperatures {or densities)
between the peak values attained in the plasma and
those indicated by the time-integrated diagnostics?
Using theoretical line-ratio calculations generated
for the study in Ref. 19, ratios 1 and 2 indicate
time-integrated values for the temperature roughly
200 eV lower than those indicated by a time-resolved
spectrum 2t the time of maximum temperature.
Similarly, the time-integrated density as determined
by ratio 3 is 259 lower than that predicted by the
time-resolved spectrum at maximum emission time.
What impact does this have on spatially and tem~
porally integrated diagnostics? As seen in the study
on plasma gradients, a laser-heated slab plasma will
be diagnosed significantly cooler than the actual
spatially averaged temperature due to spatial in-
tegration of the line spectrum over gradients normal
to the target. Couple this with the result above due
to time integration, and the net result from spectral
diagnostics can be expected to be several hundred
electron volts below the maximum average tempera- -
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ture attained in the plasma. Combined effects of
spatial and temporal integration on the density
determination are nearly as strong, and the values
obtained are at least a factor of 2 lower than the
maximum average density attained in the K-shell
emitting region.

Our final goal in this work was to make some de-
finitive contribution in the use of Ka emission to di-
agnose cold, dense matter. In this initial effort to
study these features, the Ko emission was not trans-
ported; hence, every K vacancy that was created re-
sulted in a measured Ka as dictated by the appropri-
ate fluorescence yield. The Ko emission is seen
most clearly in Fig. 12, the time-integrated, front-
side, K-shell spectrum. As was stated in Sec. II,
each ionization stage will emit Ka radiation at a dif-
ferent frequency, since the shielding due to outer
electrons is different. Since the first four ions have
similar ionization energies, the Ka lines correspond-
ing to them are usually unresolvable, and appear in
Fig. 12 as a single strong line, followed by the other
five Ka lines included in this model from the
remaining ionization stages. The time evolution of
these lines is represented in Fig. 13, where the higher
lines are seen to grow in intensity and then fall off
as time progresses. This can be seen more clearly in
Fig. 135, where the Ka intensities are plotted as a
function of time. The actual time-integrated line ra-
tios, relative to the intensity of the first and strong-
est Ko feature are 1:0.23:0.59:0.12:0.11:C.03.

At the outset, we anticipated we would be able to
make quantitative statements about the dense plas-
ma based on the time-integrated Ka emission. In
fact, this proved to be quite difficult, since each line
is emitted over a widely varying pulse width as seen
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) FIG. 15. Time behavior of the various Ka line intensi-

ties in the laser-heated foil foptically thin approximation).

Numbers refer to the atom or ion before photoionization
occurs (3= ALV or Al).

in the figure. This pulse width corresponds to the
period during which the respective ionization state is
in abundance somewhere in the dense plasma region.
The reason the dense plasma region dominates is a
function of the inner-shell opacity. At densities
much below solid, the creation rate of K-shell vacan-
cies per unit volume at this laser power is not large
enough to generate Ke lines intense enough for mea-
surement. However, Fig. 15 shows that to fully
understand the Ka radiation diagnostics, the time
history of the lines must be known, hence, time-
resolved spectroscopy is probably necessary. In ad-
dition, for this information to be useful, one must
know from what regions of the plasma these lines
emanate. If they all had come from the dense region
very close to the foil backside, as we initially antici-
pated, Fig. 15 would look like a typical ionization
abundance curve versus plasma temperature, with
each ionization stage dominating at later and later
times, until the backside began to cool, whence Ka
from lower ionization stages would reappear in re-
verse order. Since this is not the case in Fig. 15, the
emission region must be different from what we had
originally guessed.

From the time history of these lines we see that
successive ionization stages do “turn on” at progres-
sively later times, as initially expected. However,
the lower ionization stages do not disappear and
reappear later, but sustain themselves over signifi-
cant time intervals. The sustained nature of the
lower ionization stages is due to the fact that the Ka
lines are coming from different regions of the plas-
ma. The lowest ionization stages are coming from
the far backside, while the higher ionization stages
emit Ko lines almost to the ablation surface in the
transition zone. This is an interesting phenomenon
from a diagnostic point of view and there are basi-
cally two reasons for it. Obviously, the temperature
increases as one moves into the plasma from the
backside, hence, the ionization abundances change
predictably. Second (and a very necessary criterion),
the K absorption edge shifts to higher photon ener-
gies with temperature, allowing the intense helium-
like resonance line, for example, from the frontside
to penetrate deeper and deeper into the plasma as it
heats up. The Ly-a line, on the other hand, will be
attenuated along with the other Rydberg series lines
by the first dense zone it encounters, just beyond the
ablation surface, since the X edge rarely shifts that
much in the dense plasma region. Therefore, instead
of yielding diagnostic information about the tem-
perature of the far backside of the foil, we find that,
knowing the Ka line time histories, one can deter-
mine the dominant ionization stage (and, therefore,
the approximate temperature) of the plasma region
in the vicinity of the ablation surface and how that
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temperature behaves in time. From Fig. 15 we
know that at its hottest point, near t =5 nsec, the re-
gion in the vicinity of the ablation surface was most-
Iy Alvil and Alix. Hence from CRE aluminum
ionization abundance plots (see, e.g., Ref. 18), the
temperature must have reached approximately
50—60 eV at this time. At the peak of the laser
pulse (¢=4) nsec), on the other hand, Alvi was
dominant in that region, and the temperature was
probably nearer to 40 eV at the ablation surface.

Of course, opacity effects may disturb the relative
intensities of these lines, and work is underway to
include these effects in our model. However, their
time behavior appears to be more significant than
their relative intensities as a useful diagnostic tool.

IV. CONCLUSIONS

The purpose of this investigation was to study the
radiation dynamics of a medium-z material, heated
to x-ray emitting temperatures by a laser. Although
some physical mechanisms were not included in the
theoretical model, the laser power was chosen so as
to minimize the effect of these processes and allow
us to concentrate on the radiative aspects of the
problem. Therefore, we believe this model to be
quite adequate to allow us to study the processes
emphasized in this report in a detailed way and
draw meaningful conclusions.

Several interesting conclusions were drawn from
this work which are worthwhile summarizing. Our
primary goal was to determine how important radia-
tion was as an energy transport mechanism. For the
conditions here, i.e., 10* W/cm? glass laser pulse
with a 3 nsec pulse width incident on an 8 um thick
aluminum foil, radiation was several orders of mag-
nitude more efficient in transporting energy past the
ablation surface than the second most important
process, thermal! conduction. (Recently, Yaakobi
et al.,’® in an interesting study of intense 0.35 pm
laser light on saran targets, concluded that radiation,
not suprathermal electrons, was responsible for heat
transport past the ablation surface.) It was found
that the heating in this region was caused by pho-
toionization of imner-shell electrons in the dense
backside plasma and that the incident photons trans-
porting the energy consisted of down-converted xuv
photons (hv<1 keV) from the transition zone as
well as secondary x-rays (Av>1 keV) from the
frontside blowoff region. Thus, the backside heating
process is a complex one, not easily characterized by
simpler models of the dense plasma, driven solely by
K lines. The delay in the backside temperature rise
after termination of the laser pulse was found to be
totally radiative in nature and not attributable to

thermal conduction eventually burning through the
plasma. As secondary xuv and soft x-ray photons
from the frontside and transition zones heat the
dense, cold backside plasma, it slowly heats up and
ionizes, shifting absorption edges to higher photon
energies. This allows deeper and deeper penetration
of these photons with time, resulting in a moving
ionization (or temperature) front toward the rear of
the plasma. Of course, the process is a continuous
one across the entire spectrum, so the far backside
temperature rises smoothly in time as increasing
numbers of photons are able to penetrate. Hence,
the concept of “prompt” x-ray heating of the back-
side is probably incorrect in all but very thin foils,
and in these cases, thermal conduction will most
likely dominate the heating. Summing up, “ioniza-
tion burn-through” proved to be most important to
radiative heating of the backside for the conditions
considered here.

Concerning the general nature of the emitted ra-
diation, about % can be attributed to bound-free
atomic processes (radiative recombination), about -:—
to line emission, and only —,'3 to bremsstrahlung pho-
tons. The radiation directed out the frontside of the
plasma was almost 100 times more intense than that
in the rearward direction, but this will be strongly
dependent on the foil thickness and laser wave-
length. The rearside spectrum consists of a low-
energy continuum, emitted directly from the back-
side region after the peak in the laser pulse, along
with a higher energy prompt component shining
through from the frontside and consisting of K lines
and continuum and some L-shell continuum from
the transition zone. In addition, strong K« features
were present, emitted in the dense plasma region.
The rearside low-energy continuum closely follows
the curve for a blackbody emitter at the rearside
temperature, up to photon energies well below the L
edge, and the ion populations in the dense plasma
are very nearly in local thermodynamic equilibrium
(LTE). Depending on the absorption characteristics
of the fuel constituents in a microballoon, this
transmitted radiation may or may not represent a
serious source of preheat in the fuel region.

Two main points are to be made regarding spec-
troscopic plasma diagnostics. First, the time-
integration of the spectral emission has a large effect
on line-ratio diagnostics from laser-produced plas-
mas. The final time-integrated intensities of K-shell
emission lines indicated average temperatures and
densities significantly lower than the maximum ac-
tually achieved in the plasma for these conditions.
Thus, time-integration coupled with spatial gra-
dients in these plasma parameters can have a serious
effect on spectroscopic techniques used to diagnose
them.
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Finally, it was found that the Ka lines can be a
promising diagnostic tool in laser-produced plasmas.
Since these features are emitted throughout the
dense backside region, all the way up to very near
the ablation surface, their time histories can be used
to determine the temporal behavior of the electron
temperature in the vicinity of the ablation surface.
In principle, crystal-diffraction streak camera spec-
troscopy should be able to track the time-
dependence of the Ka components of the higher ion-
ization stages in the dense plasma, and convert this
information to temperature using ion abundance
plots at high densities. Of course, no opacity effects
were included when transporting the Ka in our
model, and fast electrons can also create X vacancies
which give rise to these lines, but these factors
should not in principle detract from the use of the
Ka lines to determine the time evolution of the plas-
ma temperature deep in the plasma. In fact, the Ka
features emitted near the ablation surface may be
more easily detectable in the forward spectrum than
in the rearward.

In conclusion, we have tried to show the impor-

tance of plasma radiation to the energy transport in
laser-heated foils. The radiation model employed in
this study is one of the most detailed ever to be used
in such a way, incorporating a comprehensive treat-
ment of level population dynamics and radiation
emission and transport. Although this model may
lack the detail of other hydrodynamic codes used to
address this problem, we believe our fluid treatment
of the plasma medium to be quite sufficient to study
the phenomenon of laser-foil interaction, and the
conclusions drawn are valid ones for the initial con-
ditions assumed. More detailed analysis of the com-
parison between various ionization-radiation models
and the impact of neglecting radiation on the plas-
ma modeling is the subject of another study present-
ly nearing completion, and will be presented in
another paper to follow.
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plasmas composed of two elements with similar atomic numbers
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Using detailed atomic and radiative transfer calculations, we consider the K-shell radiative
properties of optically thick plasmas composed of two different elements with nearly the same
atomic number. A sodium-neon mixture is chosen for specificity, and the plasma conditions
considered are similar to those achieved in puffed-gas or exploding-wire Z pinches. The emissivity
of an individual K-shell line is parameterized in terms of an “ultimate” photon escape probability
which is a function of both the single-flight photon escape probability and the collisional
quenching probability. Holding the total ion density (sodium plus neon) constant, we have
evaluated the total K-shell emissivity as a function of sodium-to-neon ratio. In contrast to the
optically thin case the emitted K-shell power peaks at values of this ratio intermediate between
pure neon and pure sodium. The opacity effects responsible for this phenomenon are analyzed

using the escape parameterization.

{. INTRODUCTION

In recent years, much attention has been devoted to
measuring, understanding, and interpreting the x-ray emis-
sions of laboratory plasmas produced by high-voltage pulse-
power Z-pinch-like discharges through wires or gas
puffs.'~** The bulk of experiments using such Z pinches have
normally been concerned with a single material to form the
plasma, neon, aluminum, and argon being perhaps the most
frequently employed elements. Due to the numerous appli-
cations of such x-ray sources such as x-ray spectroscopy, x-
ray lithography, and x-ray lasers, tailoring of the emitted
power and photon energy spectrum is highly desirable. In an
effort to develop novel techniques to achieve such tailoring
the radiative properties of optically thin plasma mixtures
have recently been studied in detail.’* The mixtures selected
for study in Ref. 14 were of two gases of widely divergent
atomic number (i.e., neon/argon, argon/krypton, helium/
argon, and helium/krypton). In that study it was found that
no enhancement of radiative power would occur due to mix-
ing, but that the utilization of two materials provided an
effective technique to fill in naturally occurring spectral gaps
between electron-shell emissions of various elements. The
present paper is concerned with a considerably different
mixture scenario: the plasma is optically thick and the atom-
ic numbers are very close. In this case, opacity effects do
influence the total yield at the expense of spectral filling since
the spectral lines from the various shells of the two elements
lie fairly close in energy. As seen below, the effects produced
by this type of mixture differ considerably from optically
thin mixtures of significantly different atomic number such
as those considered in Ref. 14.

Il. DESCRIPTION OF MODEL AND CALCULATION
A. Basic considerations

We consider sodium and neon ions, mixed in varying
ratio, and heated to temperatures at which the helium and

hydrogenlike ionization stages are by far the dominant spe-
cies. The choice of sodium and neon is of significant interest
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not only because of the close atomic numbers, but also be-
cause the Na X Is>-1s2p'P line at 11.0027 A virtually coin-
cides with Ne 1x 15 — 1s4p'P at 11.0003 A. Therefore, the
effect of direct overlap of high-opacity spectral regions may
be ascertained. Of course, this line coincidence also provides
the basis for suggested x-ray laser configurations,'>~' but
this feature will not be considered here. Nor will we consider
the technological problems of including sodium in a Z pinch
with neon—our principal objective is the delineation of the
radiation physics of an optically thick plasma composed of
two elements of neighboring atomic number.

As explained in Ref. 14, the temperatures and densities
attained in a pinch with a given current-voltage pulse are
largely dependent on the plasma mass which is accelerated.
Therefore, a reasonable comparison of the radiative emissi-
vity of a mixture with that of a one-element plasma may be
made by holding the mass constant. Since sodium and neon
have nearly the same mass, in the cases presented below we
have kept the total ion density constant while varying the
sodium/neon ratio, to remain reasonably faithful to the pre-
scription for a meaningful comparison.

For a plasma of a given size, total ion density, tempera-
ture, and sodium/neon ratio, we solve for the level popula-
tions and emitted radiation. The plasmas, which persist for
tens of nanoseconds, are assumed to be in collisional-radi-
ation equilibrium (CRE); that is, the level populations reach
values which permit them to be in a steady state consistent
with the other level populations, atomic rates, and the am-
bient radiation field. To perform this calculation the critical
elements required are the atomic level model and rates, and a
radiation transport algorithm which accounts for two-ele-
ment opacity overlap.

B. Atomic model and rates

We consider only sodium-neon plasmas of such tem-
peratures and densities that the K shell dominates the ionic
species. Hence, only ground states are carried in the model
for all stages below lithiumlike. For the lithiumlike stage, the
1525 %S (ground), 15°2p ?P, 15*3s2S, 15*3p 2P, 15%3d 2D,
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1574/, and 155/ levels are included. The heliumlike stage car-
ries, in addition to the ground state, the 152s°3S, 1525 'S,
1s2p 3P, 1s2p 'P, 1s31°L, 1531 'L, 154/, and 155/ levels. The
" hydrogenlike levels include n = 1 through n = 5.

The atomic processes populating and depopulating the
levels are spontaneous radiative decay, electron collisional
excitation and deexcitation, collisional ionization, and
three-body, radiative, and dielectronic recombination. The
continuum is optically thin in these plasmas; hence pho-
toionization is neglected. Line photoexcitation is calculated
by the radiative transfer model discused in the next section.
The sources and calculational techniques used to obtain the
rates are discussed in Ref. 14.

C. Radiation transport

Continuum radiation is treated as optically thin, which
is a good approximation for the plasmas considered below.
Many lines, however, are optically thick. They may be sepa-
rated into two categories: lines whose region of significant
opacity coincides with all or part of the profile of a line from
the other element (overlapping lines), and those lines con-
taining no source of opacity from the other element {non-
overlapping lines). The latter category contains most of the
lines: even for sodium-neon the only overlapping pair of lines
in the X shell is the one mentioned above.

For the nonoverlapping lines, radiation transport is cal-
culated self-consistently with the atomic level populations
for all of the optically thick lines contained within the atomic
model. The numerical technique has been described pre-
viously?®-?%; hence only a brief summary is provided here.
For each nonoverlapping line, a set of “‘coupling constants”
is calculated which is a matrix of probabilities C; that a line
photon emitted in the ith spatial cell is absorbed in the jth
cell. This calculation is based on simple but acceptably accu-
rate expressions for the escape probability of a Voigt pro-
file?® as a function of optical depth. For each overlapping
line pair (lines 4 and B), the calculation of four matrices is
necessary. These matrices may be denoted as C 3, C 72,
C 74, and C 7°. The matrix C }*is the set of probabilities that
a photon emltted in cell i by lmeA is absorbed in cellj by the
same line A. The matrix C §2 is the set of probabilities that a
photon emitted in cell / by lme A is absorbed in cell j by the
overlapped line B. The generalization to C}* and C 7 is
obvious. Calculation of the four coupling-constant matrices
for the overlapped line pair cannot be done efficiently with
precalculated escape probability formulas like those of Refs.
20 and 21. The line centers do not in general coincide exact-
ly, and the profile parameters such as Doppler width and
Voigt broadening constant usually differ, which precludes
such a computational technique. A multifrequency ap-
proach is necessary for the overlapped lines. In this case a
grid of 35 frequencies is established which covers the entire
region where significant opacity exists in either the Na X 1s°-
152p'P line (4 ) at 11.0027 A or the Ne 1X 1s>-154p'P line (B )

at 11.0003 A.
The absorption coefficients for each line at a given fre-

quency v{k 4,k %) are summed to yield the total optical depth
at each frequency v along the single chosen ray through the
plasma. The choice of ray angle is elaborated in Ref. 21. A
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“master matrix” of coupling constants at each frequency,
C is then readily calculable since the monochromatic es-
cape probability is exponential in optical depth. We let ¢ %,
and ¢  represent the respective line emission profiles in cell
i, normahzed so that their frequency integral is unity. Let-
ting k¢, and k % stand for the respective absorption coeffi-
cients (cm™}), the four coupling constant matrices for the
overlapped line pair are then given by

¢w v
cit= Pl k,,C dv, (1a)
¢vikv'
c= | 2¥lv_cvgy, (1b)
y k';,-'—kg y
B‘kA
C5A= kf;‘kl—’-(:;dv, - (IC)
CBB BkB v
ka i Cy dv. (1d)

In Eq. (1) the integral is taken over the line profiles. The
frequency distribution of the emission in cell / by either line 4
or Bis accounted for by the presence of ¢; the apportionment
of absorbed photons of frequency v in the receiving cell j is
given by the ratio of the absorption coefficient of the receiv-
ing line to the sum of the absorption from both lines. Having
obtained all the relevant radiative coupling constants for
both the overlapping and nonoverlapping lines, the steady
state solution for the ionic species and level population is
obtained by an iteration procedure, the details of which are
described in Ref. 22.

ill. RESULTS AND INTERPRETATION
A. K-shell power output

Calculations have been performed for a variety of as-
sumed plasma conditions to determine the total K-shell reso-
nance line power as a function of the sodium/neon ratio. In
each case a cylindrical plasma of length 4 cm of fixed total
(sodium plus neon) ion density is assumed. The temperature,
diameter, and sodium/neon ratio were varied, and the re-
sults are summarized in Fig. 1 and Table 1. In Fig. 1 the K-
shell power output in J/ns is plotted as a function of the
fractional abundance of sodium ions for a variety of plasma
conditions. Note that generally the power output (equivalent
to K-shell emissivity) peaks at a sodium ion concentration of
50-75%, and the emissivity in some cases substantially ex-
ceeds that obtained either for pure neon or for pure sodium.
The effect is more pronounced as the line opacity of the plas-
ma (roughly proportional to the product of ion density and
diameter) increases. Therefore, the K-shell emissivity of an
opaque plasma mixture may exceed that for either element
alone for similar atomic number elements. The precise na-
ture of this effect is illuminated in Table I, where the power
outputs for sodium and neon Ly a and He a (1s-152p'P)
lines are given for various plasma conditions. These two lines
usually account for more than 65% of the K-shell power.
Were the composition of an optically thin plasma to be
changed from pure neon to 50% neon, for instance, the neon
line power output would decrease by 50%—ignoring small
changes in the electron density due to sodium. However,
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TABLE 1. Power outputs (J/ns) for Ly @ and He a.

Pure 75Na, 50Na, 75Ne, Pure
Na 25Ne 50Ne 25Na Ne
d=56mm,T, =400eV, N, =5%x10"° cm ™3
Ne i1xHe o 58 74 85 94
NexLya 286 364 420 467
Na xHe a 303 251 197 133 e
Naxily a 867 759 638 467
d=28mm, T, =400eV, N, = 10* cm~?
Ne 1xHe a 36 44 50 54
NexLya 171 214 245 270
Na xHea 167 141 112 79
NaxiLy a 480 423 357 268
d=14mm, T, =400eV, N, = 10?° cm—*
Ne 1xHe a 14 18 20 22
NexLya v 68 85, 97 106
Na xHe a 63 53 43 31
Naxily a 183 159 134 100
d=28mm, T, =400eV,N, =10%cm ™3
Ne 1xHe a 6 10 13 16
Ne xLya ces 29 45 57 66
Na xHe a 51 39 28 15
Na XiLy a 87 67 46 23

inspection of the table reveals that the neon line’s output
never drops by as much as 50% and in fact usually drops by
only about 20%. The one exception is the least-opaque plas-
ma of ion density 10’° cm~3, where the Ne 1x He a power
drops by nearly 40%. In this least-opaque plasma the Ly @
optical depth is ~ 50. The same effect exists for sodium. The
change of the photon output is controlled by opacity effects.
This results in the greatest emissivity occurring for an inter-
mediate mixing ratio of sodium-to-neon, where there are
twice as many lines radiating as in the pure-element case and
the optical depths of the radiating lines are smaller than for
the pure-element case.

B. Analysis of power output

In analyzing the transfer of line photons in laboratory
plasmas, the following conceptual picture is often useful.” A
line photon is “created” when the upper level of the transi-
tion is collisionally populated. Following its creation in an
optically thick plasma the photon will generally be reab-
sorbed and reemitted a considerable number of times before
being quenched or ultimately escaping the plasma. During
each reabsorption there is a finite probability P, that the
level will be collisionally depopulated and the line photon
destroyed. This probability P, is givenby D /(D + A ), where
D (s~ ')is the sum of the collisional rate coefficients out of the
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upper transition level times the electron density, and A is the
spontaneous decay rate for the line. Following the initial
collisional excitation the photon will ultimately suffer one of
two fates: destruction or eventual escape from the plasma.
We denote the probability of eventual escape by P,; the
probability of escape on any single flight is given by P, . The
quantity P, is calculable given the optical depth and line
profile; it is used, as described in Sec. II C, for calculating the
coupling constants in radiative transfer. The quantity P,
may be obtained by considering the condition for a steady-
state population /N of the upper level. Letting C stand for the
collisional excitation rate this condition is

C=N(D+AP.) (cm™3s7}, (2)

where, in Eq. (2), radiative reabsorption of the line photon is
taken into account by diluting the decay rate by the single-
flight photon escape probability. Even in a uniform plasma,
P, varies with position; Eq. (2} is intended as a spatially aver-
aged approximate description of the photon transfer. After a
few simple manipulations, Eq. (2} yields, taking into account
that P, =D /(D + A4),

NAP, _ P (1—Py)
C  Py+(1—Py)P,
However, the left-hand side of Eq. {3) is the total photon-
emission rate divided by the total upper-level-excitation

rate; that is, precisely the ultimate escape probability. There-
fore,

3)

P,(1—-Py)

v = (4)
Py +(1 = Py)P,

2.0x103
5.8 mm, 400 eV, 6x 10" cm~3
16x10%
_ 2.8 mm, 400 eV, 1029 cm -3
g
3!
~ 108
&g
x3
©
a
2.8 mm, 250 eV, 102 cm -3
5.6 mm, 400 eV, 10'® cm -3
5x102 (-
1.4 mm, 400 eV, 102 cm -3
L """ 2.8 mm, 400 eV, 10" cm~3
| i ]
0.0 0.25 0.50 0.75 1.0

FRACTION OF SODIUM IONS
FIG. 1. Total K-shell power output in J/ns from a sodium-neon plasma
plotted against fractional abundance of sodium for a range of indicated plas-
ma conditions. In each case the plasma is assumed to be a 4-cm-long cylin-
der with fixed total ion density (sodium plus neon ions).

J. P. Apruzese and J. Davis 4351



10 d=14mm

T = 400 eV

P, (EXACT)

PROBABILITY
-
=]
5
—

1072

1 |
10" 10" 102 10*
ION DENSITY (cm™3)

FIG. 2. Spatially averaged single-flight escape probability P,, collisional
photon quenching probability per scattering Py, and approximate analytic
ultimate escape probability plotted against ion density for a 400-eV cylindri-
cal sodium plasma of diameter 1.4 mm. Also shown is the exact computed
numerical ultimate escape probability P,. All these quantities apply to the
Na x 15> — 1s2p 'P line. .

is the approximate probability that collisional excitation of
the upper transition level results in the ultimate escape of a
photon from the plasma.

In Figs. 2 and 3 we have plotted the quantities P,, P,,
and P,(1 — P,)/[Py + (1 — Py)P,] versus sodium ion den-
sity and diameter, respectively. These parameters are dis-
played for the Na X 15°-152p"P line for a temperature of 400
eV and, for Fig. 2, a fixed diameter of 1.4 mm. Figure 3
reflects calculations for a fixed sodium ion density of 10%°
cm~>3. P, and P, are obtained from Voigt profile formulas
and the atomic rates, respectively. The accuracy of the spa-
tial-average approximation is indicated in both Figs. 2 and 3
by also plotting P, as numerically calculated from the actual
computed line photon output power. As is obvious, excellent
correspondence is obtained with the probabilistic, spatial-
average approximation of Eq. (4). This is especially signifi-
cant in light of the fact that even though the plasma tempera-
ture and density are assumed spatially uniform, the presence
of a boundary guarantees a significant degree of nonunifor-
mity in both the photon field and the spatial profile of the
level populations.

The important feature of Fig. 3 relevant to the mixture
emissivity is the behavior of P, with respect to opacity. Opti-
cal depth varies approximately linearly with plasma diame-
ter. The electron density in a sodium-neon plasma is very
nearly constant with sodium/neon mixing ratio provided the
total ion density is constant. Therefore, halving the diameter
of a pure sodium plasma would lead to an increasein P, very
similar to that which is obtained by comparing a pure sodi-
um plasma to one of the same ion density which is half sodi-
um, half neon. The profile of Fig. 3 indicates that P, ~7~/2
for optically thick K-shell sodium plasmas of ion density
10?° cm~? in the 1-10-mm range. Therefore, halving the
optical depth by reducing the sodium fraction from 1.0t0 0.5
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FIG. 3. Same as Fig. 2, except the quantities are plotted against cylindrical
plasma diameter for a sodium ion density of 10%° cm ™~ at a temperature of
400 eV.

results in P, increasing by 40%. The other sodium and neon
lines experience a similar—though not identical—increase
in P, , which accounts for the curves of Fig. 1.

IV. SUMMARY AND CONCLUSION

We have examined the K-shell line emissivity of optical-
ly thick sodium-neon plasmas with properties similar to
those produced in Z pinches driven by higher-power genera-
tors. It was found that, in contrast to the optically thin case
with two elements of dissimilar atomic number, the utiliza-
tion of two elements rather than one can actually increase
the expected radiative power output. Given the assumptions
of fixed plasma properties, this is an exact numerical result.
However, we have found that the line photon creation and
ultimate escape may be accurately parameterized by a sim-
ple probabilistic model, and that such a model accounts intu-
itively for the results.

We conclude that when a laboratory plasma is of sub-
stantial optical depth its radiative emissivity can be in-
creased by employing mixtures of elements to form the plas-
ma. Conceivably, the use of more than two elements could,
by increasing the photon escape probability even more, re-
sult in even greater increases in power output than reported
here.
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Plasma conditions required for attainment of maximum gain in resonantly
photo-pumped aluminum XII and neon IX
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We present a detailed analysis of the plasma conditions required to optimize gain in two proposed
x-ray lasing schemes using resonant photo-pumping, In one proposed configuration, the Si XII1
line 1s7-1s2p'P at 6.650 A pumps A1 XII 15 — 153p'Pat 6.635 &, inverting the Al XII 7 = 3 and
n = 2 levels which are separated by 44 A. A similar approach which utilizes the Na X 1s*-1s2p'P
line at 11.00 A would invert the 7 = 4, 3, and 2 levels of Ne IX. Conditions in the pumped neon
and aluminum plasmas, and in the pumping silicon plasma, are calculated using a multistage,
multilevel atomic model with multifrequency radiation transport. For modeling the pumping
sodium line we have inferred the intensity from a spectrum of a neon filled, laser-imploded glass
microballoon containing sodium impurities obtained at Rochester. The pump line intensities
calculated for Si and inferred for Na are equivalent to blackbodies of 252 and 227 eV, respectively.
It is found that peak gain for the 3-2 lines of about 100 cm ™! occurs at ion densities of 102° cm ™3
and 4X 10°° cm ™ in the pumped neon and aluminum plasmas, respectively. Temperatures
required to maximize gain in the pumped plasmas are found to be 50 and 100 eV, for neon and
aluminum, respectively. Finally, since the silicon and aluminum lines are slightly off resonance,
we have investigated the effect of streaming the plasmas toward each other at various velocities to
offset some or all of the wavelength difference. It is found that a streaming velocity of 6.8 X 107

cm sec™ '—fully offsetting the wavelength difference—~will approximately triple the achieved
gain compared to the zero velocity case. Lesser increases in gain occur with partial velocity

offsets.
PACS numbers: 42.55.Hg, 52.25.Ps, 42.60.By

I INTRODUCTION

It has been suggested'™ that population inversions in
plasmas may be efficiently pumped by opacity broadened
lines from different ionization stages of the same element or
from different elements in a two component plasma. Experi-
mental evidence™® has been presented for inversions of the
n =4 and n = 3 levels in Mg XII and Mg XI, which were
pumped by resonant Lya and 15>-1s2p'P radiation in C VI
and C V. The above mentioned lasing transitions in Mg lie at
~1302and 156 A for Mg XII and Mg X1, respectively. In this
paper we present a detailed analysis of the plasma conditions
which would be needed to optimally implement two promis-
ing lasing schemes utilizing resonant photoexcitation with
considerably shorter lasing wavelengths (down to 44 ;&). The
radiation field—-critical .in a photoexcitation process—is
modeled in detail. The pumped and pumping transitions—
as well as other key optically thick lines—are calculated on a
frequency grid allowing for accurate modeling of broaden-
ing processes and frequency-dependent absorption. Previous
efforts at modeling short-wavelength resonantly photoexcit-
ed lasing processes have employed assumed linewidths,' line
profiles arising from uniform source functions,? assumed
power densities,™ or probability-of-escape approxima-
tions.* In another study,” the pumped plasma was modeled
with a fine frequency grid but the pumping spectrum was
assumed to be a filtered Planckian. In Sec. II our atomic
model 1s described along with the methodology for its em-

*Opticaj Sciences Division.
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ployment for calculations for both the pumped and pumping
plasmas. In Sec. III the equilibrium results are presented for
optimum plasma densides, temperatures, and relative velo-
cities and the relevant physical processes controlling these
effects are analyzed. Finally, we summarize the work and
present our basic conclusions in Sec. IV,

Il. DESCRIPTION OF MODEL AND CALCULATIONS

A. Basic details of models

The photon pumping schemes to be analyzed are the
following. Scheme 1 would employ the Si XIII 15%-1s2p'P
resonance line at 6.650 A to pump the Al XII 1s%1s3p'P
resonance line at 6.635 A, creating an inversion of the » == 3
and n = 2 levels of Al XII. Scheme 2 utilizes the Na X 1s*
1s2p'P line at 11.00 A to pump the Ne IX 15> 154p' P line at
11.001 ;\, creating an inversion in the 3-2, 4-2, and 4-3 sing-
let lines of Ne IX. Scheme 1 results in stimulated emission at
44 A and scheme 2 at 82 A for the 3-2 inversion, 58 A for the
4-2, and 230 A for the 4-3 transitions. Ionic state and level
densities as well as the radiation field are computed for Al
using the model described in Ref. 7. For Si, a precisely anala-~
gous model to Al—the same level structure and transi-
tions—is employed. The Ne atomic model is described in
Ref. 8. This model possesses an extra degree of sophistica-
tion in that self-consistent Stark profiles® are used for the line
opacity rather than the Voigt profiles employed for Al and
Si. For Na, no atomic model is employed. Rather, the profile
of the pumping line at 11.00 A is utilized as it was experimen-
tally measured from glass impurities in a laser implosion
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experiment at the University of Rochester.'® The multifre-
quency measured profile is modified within the pumped
neon plasma by absorption and reemission in the Ne line and
this phenomenology is computed in detail using the flux pro-
file of the Na line as an input condition on the Ne plasma.
Further details are given in Sec. II C. Results given below
are calculated for collisional-radiative equilibrium (CRE).

B. Pumped plasma calculation

One of the major difficulties arising in resonant pho-
toexcitation inversion mechanisms is the need to prevent
overpopulation of the lower level by photon trapping. For Al
XTI, trapping in the strong resonance line 15*-1s2p'P could
spoil the 3—2 inversions by increasing the n = 2 populations
well above their optically thin values. Similar considerations
arise in the sodium-neon scheme. Hagelstein'! has deter-
mined that optical depths greater than five in the principal
resonance line will generally ruin the inversions. We find

that the line center absorption coefficients for Al XII 1s2--

152p'Pand Ne IX 15*-152p' P are approximately 1.2 10™16
N;and 1.6 X 107 '* N, (cm™"), respectively. These approxi-
mate relationships for a total ion density N, are obtained at
optimally low plasma temperatures discussed below. As-
suming for simplicity that k = 1.4X 10 "¢ N, for both Al
and Ne, an optical depth 7«5 implies that

3.6x10%

rpm)< N (1)
where r is the characteristic plasma radius in gm and N, the
total ion density. Satisfaction of Eq. {1) also guarantees suffi-
cient penetration by the pump radiation whose characteris-
tic opacity is lower than that of the 1s>-1s2p'P line. At ion
densities ~ 10%°, the total width of the pumped plasma must
be <10 um, which rules out the use of a Z pinch at high
density with present technology whose characteristic small-
st structures are > 100 zm. '? However, such spatial resolu-
tionand control has been achieved with laser plasmas at even
higher density'® and some success in resonant photoexcita-
tion at lower densities® in laser plasma experiments has been
reported. Of course a Z pinch may be employed at N, <10*°
but there will still be a need for a high degree of control of the
lasing medium geometry. Without minimizing these diffi-
culties or the strong possibilities of future advances in experi-
mental control of plasma geometries, we have performed the
computations assuming that the lasing medium can be main-
tained small enough to prevent deleterious trapping. The
radiation field is calculated in a planar plasma of infinite area
with thickness small enough to insure an optically thin re-
gime over a broad angular range of specific intensities. Our
objectives—~given an optically thin lasing medium—are to
determine a range of temperatures, densities, and for scheme
1, streaming velocities in which maximum gain occurs and
to determine some of the tradeoffs involved in establishing
this maximum.

The pumped plasma is assumed to be bathed symmetri-

cally in the pumping radiation which is calculated (for Si) or

measured (for Na). The penetration of the pumping radiation
into the pumped plasma is calculated in a straightforward
manner. At the outer boundaries of the pumped plasma the
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inward specific intensity along each ray at each frequency
I is taken to be that emitted from the pumping plasma
which is also assumed to be planar. The radiative transfer
equation is then solved in the pumped plasma with this parti-
cular boundary condition for I - applied at each of the cho-
sen rays at its outer boundaries. The calculation then pro-
ceeds by iteration until steady state conditions are obtained.
Since fully coupled radiative transport and rate equations
are solved in this model, the steady state obtained is a self-
consistent collisional-radiative equilibrium. The quantity of
primary interest here—the gain coefficient of the lasing tran-
sition—is obtained as a linear function of the computed den-
sities of the upper and lower states. Finally, the temperature,
density, and (for Al) velocity of the pumped plasma was var-
ied in order to obtain the functional dependence of the gain
coefficient on these quantities. We make no attempt to calcu-
late the depletion of excited states by lasing, and thus are
computing only the linear amplifier behavior (small signal
gain).

C. Treatment of the pumping plasma

Since our principal objective is to determine the effect of
varying conditions in the pumped plasma on the achieved
gain, we selected only one set of pumping conditions for each
of the Si and Na plasmas. Because the 1s*-152p'P Si X1II and
15*-1s3p'P Al XII lines are off resonance by 0.015 A, the
profile of the 1s>-152p' P line must be wide enough to produce
significant intensity at 0.015 A (ie., 13 Doppler widths at
400 eV) from line center. Thus, for a stationary plasma the
line must be opacity broadened.? If the resonance line is very
thick at line center, the Lorentz wings will still exceed opti-
cal depth unity many Doppler widths from line center, guar-
anteeing a wide profile. Such conditions can be obtained in a

-~ moderate energy Si plasma of 1.5 mm width, temperature

400 eV, and ion density 8 X 10'® cm 2. Plasmas similar to
this have been realized in the laboratory.'? Most important-
ly, the CRE calculation for this plasma indicates that, de-
pending on position, 629%—82% of the ions are in the active
(helium-like) stage. Furthermore, the optical depth of the
pumping resonance line 15%-1s2p*Pis ~ 500, which produces
a very wide profile, as shown in Fig. 1. The maximum flux in
this profile is 2.58 X 10* ergs/(cm? sec Hz), equivalent to a
252-eV blackbody. This pump brightness is quite reasonable
considering that the kinetic temperature of the radiating
plasma is 400 eV and it is quite optically thick. In addition to
the calculated emission profile the intrinsic absorption pro-
file for the 1s>-153p'P Al X11 line is shown for typical condi-
tions in the aluminum plasma. In this case, the Si resonance
line is sufficiently broadened by opacity to overcome the res-
onance defect. Therefore, under the reasonable assumption
that these equilibrium Si plasma conditions c¢an be achieved,
the Si/Al lasing scheme will be viable at least in the sense
that the resonance defect can be overcome.

To obtain a radiation source to pump Ne, we have ana-
lyzed the spectrum of a laser-imploded neon filled glass mi-
croballoon obtained at Rochester.'® One of the strongest
lines appearing in this spectrum is the Na X 1s*-1s2p'P—
which arose from sodium impurities in the glass. Since we
have been able to reproduce the observed spectrum with a
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first-principles non-LTE calculation of the line and contin-
uum intensites,® the theoretical calculation which matches
the observed spectrum also yields the absolute intensities of
the lines—flux in ergs/(cm? sec Hz) at the outer surface of
the pellet. Knowing the absolute intensities of the Ne lines,
one may infer the Na line intensity profile from its measured
value relative to the Ne lines. Its value at the central peak is
6.6 X 10° ergs/(cm? sec Hz). This is equivalent to a 227-eV
blackbody flux, which is again quite reasonable from a
dense, optically thick plasma of kinetic temperature 300-
385 eV.'° The actual intensity profile which we use as our
pump source in the Na/Ne calculations is the one appearing
in the published spectrum,'® where experimental sources of
broadening are relatively small. In any event deconvoluting
any experimental broadening would result in a sharper cen-
tral peak, which, since the lines are perfectly resonant, would
give a better pump source.

In the next section it is shown that this experimentally
observed Na X 1s>-152p'P intensity profile is sufficient to
substantially invert the Ne X n =2, 3, and 4 levels. This
finding is significant in light of the fact that this radiation
was merely a consequence of sodium impurities in the glass;
i.e., no effort was made to increase its intensity in the experi-
ment. We note that only the Na resonance line was used to
irradiate Ne, whereas all of the calculated Si radiation,
pumping plus other lines plus continuum, were included in
the Al calculation.

Hl. RESULTS OF GAIN CALCULATIONS

A. Density dependence

A principal question related to the time varying condi-
tions in the pumped plasma is: at what density is gain maxi-
mized? As has been often pointed out,>*%!3 there exists for
each lasing scheme contemplated a density above which no
inversion is possible, due to the tendency of collisional pro-
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cesses to bring the state densities into LTE. In the opposite,
low-density limit the plasma will be controlled entirely by
radiative pumping and depletion. In this situation the medi-
um may have its largest fractional inversion, although the
gain may be reduced due to the smaller number of lasing ions
in a given linear distance. In the limit that collisions are
unimportant the ratio of the optically pumped level popula-
tion (N, ) to the ground state population (V, ) is easily calcula-
ble from the equivalent blackbody temperature of the radi~
ation Tp. If B, (T}) is the pumping intensity, assumed flaz
across the normalized absorption profile ¢, and the stimu-
lated absorption and emission coefficients are denoted by
B,, and B, the net pumping rate of the upper state is

B,(N, B, —N, B,,)$, dv

profile
=B,(N, B, —N, B,,). @

Setting this rate equal to the depletion rate NV, 4, in the
collisionless limit one finds

Nu Aug
Ny B,,~N,B,
Substituting for B, (7} and utilizing the Einstemn relations
leads, as expected, to

=B,(T5). (3)

N, - & o~ /RTR (4
Ny &

Thus, for a given ion density N, the population density of the
pumped level may be obtained from Eq. (4] in terms of Tp.
the pump brightness temperature, and the fractional helium-
like ion population f. Furthermore, the lower level of the
lasing transition is negligibly populated at very low dersity
and the gain coefficient is then a function only of N, , i.e., of
N;,and T;. For the A1 XTI 2p-3d line at44 A with an oscills-
tor strength of 0.71, the gain coefficient in the low-density
limit for a 100-eV Doppler profile is

k= 52X10"f(Al XIN, el ~ 1844 VTN oy~ (8}
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In Eq. (5) statistical equilibrium among then = 3 singlet sub-
levels has been assumed. For a fractional Al XII population
of 0.5 and our silicon pump T, = 252 eV, the low density
gain is ideally a linear function of N,. This line is plotted in
Fig. 2 along with the detailed computational results. Note
that the CRE result approximately parallels the ideal gain
until well past 10° cm ™~ where collisional processes begin
to spoil the inversion. Computed results are given for the
enforced statistical equilibrium of the n = 3 singlet sublevels
as well as for a rate-by-rate calculation of the 3d and 3p
populations. The assumption of statistical equilibrium leads
toan overestimate of gain at low densities; however, for den-
sities near the predicted peak gain, around 4 X 102 ¢cm ™3,
the overestimate is very slight. This effect is of course due to
the greater accuracy of the statistical equilibrium assump-
tion at higher densities. The factor of ~3 reduction in the
computed gain asopposed to the ideal case at lower densities
is due almost entirely to the resonance mismatch of the
pumped and pumping lines. As seen below, the gain would
be very close to the ideal value if the resonance defect could
be made up by streaming the plasmas toward each other at
6.8 107 cm sec ™. The chosen temperature of 100 eV corre-
sponds approximately to maximum gain—this point is dis-
cussed further in the next section.

Finally, itis clear from Eq. (5) that the low-density gain
coefficient will rapidly increase with 7; indeed, if Ty is
changed from 252 eV to 1 keV, the gain increases by a factor

100

-t
B — }
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1 I l 1 1 | 1
1 10 100

10K DENSITY (1078cn3)

FIG. 2. Line center gain coefficient in the Al XTI 25'P-3d 'D line is plotted
¥ Al plasma ion density, with an assumed pumped plasma temperature of
100 ¢V. Dual results for the assumption of collisional equilibrium between
the 3p-3d states and fora general, rate-by-rate treatment of these states (dot-
ted line) are displayed. Characteristics of the pumping Si plasma are dis-
Cussed in the text. The line marked “ideal” describes the gain achievable for
& purely radiative plasma, as described in the text.
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greater than 10% Thus, in principle, extremely high gains
such as we obtained in Ref. 4 are achievable. However, when
we predicted such gains, a photon probability-of-escape
technique was used to model the line radiation only. More
recent calculations with our multifrequency model of both
line and continuum radiation show that when the Si plasma
is hot enough and opaque enough to produce a 1-keV pump
field, the continuum radiation photoionizes the Al past the
helium-like stage and little or no gain is obtained. Therefore
some kind of selective filtering of the Si nonresonant radi-
ation is required to achieve gain of the magnitudes previous-
ly suggested in Ref. 4. However, even with the presently
calculated pump radiation the gain is substantial as seen
from Fig. 2. Fractional populations of the levels are present-
ed in Table I for the maximum gain point at 4 X 10?° cm ™3
ion density. The 3p/1s* population ratio is 4.6 X 10~% the
ideal ratio as given by Eq. (4) is 1.8 X 10>, At this point the
gain coefficient is 102

For helium-like Ne IX the strongest lines where gain
might be expected are 3d 'D-4f 'F at 230 A with an absorp-
tion oscillator strength of 1.02, the 2p'P-4d 'D line at 58 A
with an oscillator strength 0f 0.12, and the 2p'P-3d'D lineat
82 A with oscillator value 0.703. Figure 3 presents results for
gain versus density for these three lines obtained from the
detailed model as well as for an ideal, radiatively dominated
system. In all cases statistical equilibrium among the singlet
sublevels is assumed. For none of the three lines is the actual
gain as close to that of the ideal case as was obtained for Al
XII 2p-3d. In this case, even though the pumping is closely
resonant, the pumped 1s4p'P level lies only 69 eV from the
continuum and is easily collisionally ionized. This large ioni-
zation, whose rate is plotted in Fig. 4, prevents the 154p level
from reaching its theoretically  largest ratio,

- (g(4p)/g(15%)e ™ "*>, with respect to the ground state. The

fractional populations of Table II (at the temperature and
ion density which approximately maximizes 2p-3d gain)
demonstrate this; the ratio of 4p to 15 is 1.09 X 103, wher-
eas for a 227-eV sodium pump twenty times this ratio is
expected in the absence of the extremely high collisional ion-
ization rate at this density. Since the 34 population is also
strongly coupled to the 4p level, this effect exists for all of the
population inversions. The remainder of the deviation from
ideality is due to the non-negligible population of the lower
levels. Even though gain is obtained for the widest range of
densities for the 2p-3d line, the falloff at low density is quite
sharp because collisions become increasingly ineffective in
transferring population from the pumped 4p level to the 3d.
This necessity for collisional mixing between the 34 and 4p
levels results in the 2p-3d gain reaching its maximum at the
highest ion density of 10°° cm™? of the 3 lasing lines. By

TABLE 1. Al XII fractional populations.

N, =4x10"° T=100eV
15218 5.4x107}
1s2p'P 9.4%x10°3
1s3p 'P 2.5x107*
15s3d D 3.9x10*
Apruzese, Davis, and Whitney 4023
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FIG. 4. Collisional ionization rates for Ne IX n = 4 singlets (assuming sta-
tistical population of the sublevels) and Al X1I 1s3p' P are shown as a func-
tion of electron temperature.

4024 J. Appl. Phys., Vol. 53, No. 6, June 1982

TABLE II. Ne IX fractional populations.

N, = 10 T=65¢cV
152 1S 6.4x 107!
1529 'P 5.0x10~*
153p 'P 11x10"
1534 'D 1.8x103
1s4p 'P 7.0x107*
1s4d 'D 12x103
154 'F 1.7x 10"

3d-4f gain is maximized at ~10'® cm™3; at higher densities
collisional mixing already begins to spoil the inversion.

For Al, peak gain occurs at an ion (electron) density of
4%10%° (42x10°"} cm™3 for Ne the corresponding
numbers are 10°° (8.1X 10°°) cm 3. For hydrogenic lasing
schemes, Bhagavatula®® has presented reduced variable
equations which demonstrate that the dependence of elec-
tron density at peak gain on Z is Z ’. We note with interest
that the Z dependence of electron density at peak gain im-
plied by the above numbers for our helium-like schemes is
fairly similar, Z .

B. Temperature dependence

In Figs. 5 and 6 results for gain versus temperature are
plotted for the 3-2 lines of the Si/Al and Na/Ne systems for
fixed ion densities of 5X 10" and 10%° cm ™3, respectively.
The gain dependence on temperature is similar to that on
density in that a maximum is exhibited with a sharp falloff
on one side caused by the variation of the active ion species®
populations with temperature. Note, however, that the tem-

100 I [ ‘

i Si—Al SYSTEM
BAIN vs TEMPERATURE
(K;~5x10'9)

)

GAIN COEFFICIENT {cm~!

I l I

100 500 1003
T, (e¥)

6.1

FIG. 5. Line center gain coefficient in the Al X1I 2p'P-34 ' D line is plotted
vs Al plasma temperature for a fixed Alion density of SX 10% cm~3.
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HG. 7. [onic species abundances for an optically thin Al plasma under the

flucnce of the Si pump radiation of Fig. 1 are shown vs temperature at an
10a density of 5 10'° cm >,
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perature of maximum gain is much lower than one would
expect from coronal model calculations of the ionic species.
abundances. Such calculations'® reveal that helium-like ion
concentrations peak at 120 and 330 eV for Neand Al, respec-
tively. The present calculations predict corresponding peak
gains at 50 and 100 eV, since radiative pumpingto the n = 4
and n = 3 bound levels in the two schemes greatly facilitates
collisional ionization (Fig. 4). Hence peak lasing ion abun-
dance occurs at much lower temperatures where fewer elec-
trons are capable of ionizing these bound states. Ion species
abundances at a fixed total ion density as a function of tem-
perature are shown for resonantly pumped Al and Ne in
Figs. 7 and 8, respectively. In each case the shape of the gain
versus temperature curve is similar to that of the helium-like
species abundance function. Because of the rapid collisional
ionization of the helium-like species, hydrogen-like Al XIIT
and Ne X exhibit large abundances over a wide range of
temperature, a property usually possessed by helium-like
species in the absence of a nonequilibrium photon field. For
the n = 3 singlet of Al XII and the n = 4 singlets of Ne IX,
the collisional ionization rate at 7, ~400 eV is approximate-
ly equal to the sum of the collisional excitation and de-excita-
tion rates to the other levels. Thus the pumped plasma must
be kept cooler (50-100 eV) to preserve a substantial helium-
like abundance. At still lower temperatures a sharp gain and
abundance falloff occurs as the plasma assumes a more nor-
mal configuration when the “extra” ionization becomes
small. In these two lasing systems, the strength of the pump-

FRACTIONAL POPULATION

l 1 1
100 200 300 400

T (ev}

1072

FIG. 8. Ionic species abundances for an optically thin Ne plasma under the
influence of the Na pump radiation described in the text are shown vs tem-
perature at an ion density of 10%° cm 3.
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FIG. 9. Line center gain coefficient in the A1 XTI 2p' P — 34 'D lineis plotted
vs velocity of approach of the Si and Al plasmas. The Al ion density is
4 10® cm ™ and its temperature (the same as that of the pumping Si plas-
ma) is assumed to be 400 eV.

ing decisively affects the temperature at which the pumped
plasma must be prepared for maximum gain to occur. Such
effects have been noted elsewhere®’ in somewhat different
contexts.

C. Velocity dependernice

For the Na/Ne system, the pumped and pumping lines
are within resonance to 1 part in 10°, and thus there is no
question as to the adequacy of the wavelength coincidence.
For Si/Al, however, the wavelength difference of 0.015 A
amounts to 13 Doppler widths at 400 eV. For a photon trav-
eling at normal incidence to the pumped plasma, this reso-
nance defect could be made up if the two plasmas stream
toward each other at 6.8 X 10’ cm sec™!. But given the wide
opacity broadened pumping line profile (Fig. 1) the func-
tional dependence of gain on plasma streaming velocity must
be calculated; this result is presented in Fig. 9. In these calcu-
lations, the frequencies of the radiation incident on the
pumped plasma were shifted angle by angle to reflect the
streaming velocities indicated. Even though there is a sub-
stantial self-reversal at the center of the pumping line, peak
gain does indeed occur for the matched streaming velocity of
6.8 X107 cm sec ™. This is due to the fact that most of the
pumping radiation is not normally incident on the pumped
plasma and therefore a range of velocity shifts are sampled
(due to the cos @ effect) at any one physical streaming veloc-
ity. At the perfectly matched streaming velocity of 6.8 X 107,
gain is ~3 times that of zero streaming velocity because the
very highest pumping line intensities just outside the self-
reversed core are sampled to the greatest degree. Such a ve-
locity is somewhat higher than those experimentally pro-
duced to date, but not prohibitively so. Laser plasma
ablation velocities of 3.3 X 107 cm sec™! have been report-
ed,'® and Z-pinch implosion velocities of 2 X 107 cm sec™!
were deduced from spectroscopic evidence.'® In any event,
counter-streaming of the plasmas is helpful, but not essential
to produce significant gain.
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IV. FURTHER REMARKS AND CONCLUSIONS

We have determined, through a series of detailed calcu-
lations, the conditions under which significant gain at X-ray
wavelengths, employing the Na/Ne and Si/Al plasmas for
resonant photon pumping, should be attainable in the labor-
atory. Substantial gain at 58-230 A and 44 A for Na/Ne and
Si/Al, respectively, is in principle achievable. However, the
task of setting up the correct plasma conditions is not trivia}
for a number of reasons. First, there are the deleterious ra--
diative trapping effects described in Sec. II. Also, for opti-
mum employment of both schemes, the temperature of the
pumped plasma should be maintained well below that of the
pumping plasma to avoid excessive ionization in the lasing
medium. This could perhaps be accomplished by keeping the
two components as physically separate as possible to reduce
conductive temperature equilibration. Similarly, the pump-.
ing plasma might be heated first, and then the pumped medi-
um activated through use of a delayed heating pulse or laser
beam to assure that the pumped plasma passes through the
optimal temperature range while being exposed to the in-
tense pumping radiation. Also, in previously successful ex~
periments,'” stepped targets using metal plates as heat sinks
have allowed experimenters to tune the plasma temperature
downward at certain distances from the initial plasma for-
mation surface. Perhaps similar techniques could be em-
ployed for the present schemes. Even though a lower
pumped plasma temperature is essential for optimum steady
state gain, substantial gain is still achievable for equal
pumped and pumping plasma temperatures {Fig. 9).

In the case of the Na/Ne system, pumping radiation
was generated in an actual pellet implosion experiment at
Rochester for which the ion density of the pellet has been
diagnosed as 4.5 X 10%! cm ™3, which is more than an order of
magnitude greater than the neon ion density required for
maximum gain. In short, a very dense sodium plasma is de-
sirable to obtain high pumping power, but a relatively ten-
uous neon medium is needed to prevent collisional processes
from neutralizing the pumped inversion. Therefore, a confi-
guration which is the reverse of a normal pellet suggests it-
self. One might compress a cylindrical glass rod (with a cy-
lindrically focussed laser, perhaps) which has been heavily
doped with sodium impurities. This rod would initially be
encased in neon, which would form a more tenuous blowoff
plasma. Or, alternatively two physically separate Na and Ne
plasmas could be created with intensities and pulse widths
tailored to produce optimum gain characteristics. This
would certainly allow different densities to be produced in
the separate components, and would minimize or eliminate
conductive temperature cquilibration.
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X-ray lasing in a Na/Ne plasma environment
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An investigation has been conducied to determine the feasibility of generating conditions
favorable to population inversion, gain, and x-ray lasing in a two-component plasma consisting of
sodinm and neon. An intense laser beam is assumed incident on both sides of a Na/Ne slab target
separated by a carbon thermal buffer. Temperature and density profiles of the laser target
interaction are calculated nsing a Lagrangian hydrodynamics model. Level populations and
radiative emissions are evaluated using a collisional-radiative equilibrium model including
opacity effects. It appears possible to achieve measurable gain at 82, 58 and 230 A from the 3-2, 4
2, and 4-3 transitions of heliumlike neon, respectively. Additionally, by pulse tailoring and target
design, it should be possible to enhance the Na pumping power.

L. INTRODUCTION

For many vears now, there have been a variety of pro-
posed schemes suggesting ways to create a population inver-
sion and subsequent gain in the x-ray region.”” One such
scheme involves the flashlamp concept where the radiated
flux from one plasma pumping another plasma creates con-
ditions which result in coherent radiation in the soft x-ray
regions.*” There are several cases where the coincidence
between the pumping and absorbing lines is close enough to
wmerit strong consideration as a possible lasing combination.
Forexample, K-shell lines from Mg, AL or Si are reasonably
well matched to several fluorinelike Kr lines. Two such
schemes utilizing a Si-XTII-Al-XII svstem and a Na-X-Ne-

TX system are modeled in detail in Ref. 1. The Na-Nescheme

is particularly interesting because the lines match to two
partsin 10°ata wayelength of 11 A. An energy level diagram
of this scheme is shown in Fig. 1. In this paper we will consid-
er ascheme which is currently under study and consists of a
target design made up of planar layers of sodium and neon.
Wehave also found that it isnecessary touse an intermediate
Jayer of another material which acts as a thermal buffer but
allows the pumping radiation to pass through relatively
smimpeded. We will concentrate on the hydrodynamic and
thermodynamic aspects of creating the proper plasma condi-
tions which should be favorable to achieving gain. The basis
of the assumptions which we employ are taken from Ref. 1,
which will hereafter be referred to as ADW.

In Sec. IT a description of the proposed two-component
plasma configuration is given along with a discussion of the
comsiderations which must go into the design of such a sys-
fem. Section 11 gives the results of our numerical modeling.
A sammary and conclusions are presented in Sec. IV,

IL DESCRIPTION OF THE DYNAMICS OF THE Na-Ne
SYSTEM

_ The method proposed for creating the proper condi-
tions in the Na-Ne system is to use two high-power laser
beams 10 “tune” the hydrodynamics and thermal properties
of the two plasma components.” The first laser acts to create
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a tenuous neon blowoff’ while the second laser provides an
energy source to heat the sodium. The sodium then actsas a
backlighting flashlamp for the neon. Lasers which operate
today in the 0.25-1.0-um range are well suited for this task
since absorption of the beam can be tailored to the require-
ments of the system. First, absorption of one laser operating
at a relatively low intensity will ablate the neon at a low
temperature, typically about 100 eV. Second, 2 higher-
powered laser will heat the sodium plasma to a higher tem-
perature which then serves as the backlighting pump source.
Of course, within a finite time, the thermal wave will propa-
gate through the sodium and into the neon. This isothermal
state precludes the necessary conditions which are necessary
for achieving gain. This is particularly disastrous if the neon

SCHEMATIC FOR LASING LINES

PUMPING ION PUMPED ION
NA X NE IX
1s2p 1s4s 1s4p /[ 1sa0 A 1sar
58 A 730 A
{ 4
1s3s 1s3p / 153D
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1828 1s2p
11.0027 A s
11.0003 A e LASING
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FIG. 1. Key energy levels diagramed for the Na-Ne scheme.
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FIG. 2. Schematic of the proposed Na-Ne x-ray laser experiment. A ther-
mal buffer region is also shown.

is in contact with the sodium. However, if the two materials
are separated by any appreciable distance, then the effi-
ciency in the system can be lost due to solid angle effects. A
schematic of this configuration is shown in Fig. 2. Note here
that the two lasers are pointing in opposite directions.

An analysis of a system where the strong laser is propa-
gated through the neon before heating the sodium shows
that the neon will be overheated very quickly because it
serves as the underdense laser corona for the sodium materi-
al. In such a situation, the corona is nearly isothermal at
temperatures which cause excessive neon ionization beyond
the heliumlike stage, and thus permits little or no gain. This
forces one to look at schemes which involve two-sided illu-
mination.

Several constraints in this problem are revealed by con-
sidering the plasma properties which are needed to achieve
gain in a resonant photopumped medium. The line absorp-
tion coefficients are linear in ion density. Therefore, for a
fixed optical depth, the width 4 of the ablated neon can be
scaled as d = A /N where 4 is a constant and N is the ion
density. The maximum 1-2 resonance line optical depth be-
fore significant reduction in population inversion occurs has
been determined by Hagelstein® to be approximately 5. This
is probably somewhat relaxed for the 4-3 transition (see Fig.
1). However, for the purposes of the paper, we will use this
value as the maximum allowed optical depth. The approxi-
mation given in ADW is that this requires an ablated blowoff
with a scale length not greater than 10 um for ion densities
on the order of 10?° cm™>. This scale length can increase to
greater than 0.1 cm for ion number densities on the order of
10*® cm?. For the inverted levels discussed in ADW, the gain
coefficients for the Ne IX 2p'P-3d 'D and 2p'P-4d ' D transi-
tions peak near an ion density of 10°° cm™3. The 34 'D-4f'D
gain which peaks near 10'® cm™?, subsequently drops off
dramatically to less than unity at 10'® cm~3 but is still
greater than 10 at 10" cm ™3,

A second constraint is placed on the temperatures of the
two plasmas. The temperature of the lasing neon must be
kept low enough to prevent burnout of the Ne IX popula-
tion. At a density of 10'® cm > the maximum fractional po-
pulation for Ne IX occurs at approximately 65 eV in the
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presence of the pump radiation. On the other hand, the
pumping plasma (in this case Na) is most favorable when it is
an optically thick plasma with a kinetic temperature of about
300¢eV. In short, one would like a hot dense pumping plasma
irradiating a cooler lasing plasma which is optically thin
along one axis.

~ Asindicated above, the density requirements of the 3-2
and 4-2 transitions differ from the requirements of the 4-3
transition. Therefore, we can separate the following discus-
sion into two parts. First, we will examine the 3-2 and 4-2
scaling requirements. We consider cryogenic neon with den-
sity of 1.2 g/cm’ on the outside of a planar target. In order to
prevent photon trapping and meet the conditions given
above, a layer of 2.79 X 102 um of Ne is needed. This as-
sumes a uniform ion blowoff density of 102 cm™3 with a
width of 10 um. Ablation velocities in laser-produced plas-
mas typically are on the order of 10’ cm/sec. It can therefore
be expected that expansion out to 10 um occurs on a time
scale of roughly 100 psec. Both the pumping material and
the lasing material must reach the proper conditions for gain
in this time frame. The strong dependence of the gain coeffi~
cient on density results in the existence of a window of ap-
proximately 300 psec before the 3-2 and 4-2 transitions yield
a gain coefficient less than unity.

On the other hand, the 4-3 transition has a gain coeffi-
cient of 1.0 at approximately 10'® cm™2 and hence the ex-
pansion time can be up to 1 usec. This time is much greater
than any other time of interest in this problem. At peak gain
(i-e., 10" cm ~3) this allows 1 nsec for the blowoff to develop.
Again, this assumes a uniform expansion velocity of 107 cm/
sec.

We now consider the propagation of the thermal wave
from the hot dense sodium plasma into the neon plasma
which is, at both, a lower density and temperature. The elec-
tron heat flux is given by

q= —KVT,. (1)
The conductivity K can be written in the form
K=Cnki_v, (2)

where C is a constant of order unity, n, is the electron den-
sity, k is Boltzmann’s constant, 4. is the electron-ion colli-
sion mean free path, and v, is the electron thermal speed.
The heat flux can be rewritten in the form

q=Cn kT, («;——)u (—egr), 3)
Ly

where L, is the temperature gradient length and — e, is
givenby VT /|VT | If L, <A, the heat flux will be carried in
the direction — e at a rate which is greater than the elec-
tron thermal speed. This is an unphysical result and indeed,
the derivation of the conductivity given by Eq. (2} is predicat-
ed on the assumption that A, < L. The problem of steep
gradients has been studied extensively in the laser fusion li-
terature.®~!! The approach which has been used most often
in connection with this difficulty has been to limit the flux
whenever A, >fL to

q=NkT fv.(—e), 4

where f, the so-called “flux limiter”, is less than one. There-

Cochran, Davis, and Apruzese 28



fore, we can base our estimate of the propagation speed of the
thermal wave based on a flux-limited value of v,

This propagation speed is particularly important at the
Na-Ne interface if the dense hot sodium is close to the Ne. It
is important to note here that the portion of sodium facing
the neon must be at a temperature which is a significant
fraction of the pumping temperature (i.e., 300400 eV). Oth-
erwise, the central portion of the sodium line will be self-
absorbed with the resultant emerging fiux greatly reduced.
Thus, the optimum pumping coudition occurs when the so-
dium is experiencing burn-through at the time the ablation
wave has reached the sodium interface. The transit time
across the neon of this thermal front will be given by some
limited value of v, times the neon plasma length. For a tem-
perature of 400 eV, this velocity approaches 10° cm/sec if
f= 1. If the flux limiter concept is invoked, this velocity will
be reduced to something on the order of 10* for f= 0.1. In all
cases, because of the low density of the neon compared to the
high sodium density which acts as a large thermal reservoir,
we can expect the neon plasma to become isothermal at the
sodium temperature on a rapid time scale (i.e., 10-100 psec).

Toalleviate this problem, a third material can be placed
between the Na-Neinterface. This will act as a thermal buff-
er while allowing the pumping radiation 1o pass through
without significantly reducing the pumping intensity. First,
the material is chosen to be a solid which is both thick
enough to absorb the thermal wave and keep it from reach-
ing the neon. Thus, a material of approximately the same
thickness and density as that of the original sodium is appro-
priate. Second, the material should be relatively low in Z so
that opacity effects do not significantly impede the pumping
line. A material such as carbon is ideal for this purpose. For
example, the photon cross section of cold carbonat 11 A (i.e.,

the purnping line) is approximately 2% 10° cm?/g.'? Thus,

for linear distances less than 2.2 um, solid carbon (2.2 g/cm?)
can be considered to be thin to the pumping line. This dis-
tance can be lengthened if, for instance, CH is used in which
ease the corresponding carbon density is decreased.

1. NUMERICAL MODELING

In order to assess the validity of this scheme in a more
detailed fashion, we have used a 1-D Lagrangian hydrodyna-
mics code to model the Na-Ne and Na-C-Ne target configu-
rations. This code treats the electron and ion temperatures
separately. Equation of state models are used for both the
ions and electrons. We use the IONEOS model'? to treat the
ions and a quantum statistical treztment for the electronic

TABLE 1. Parameters for three Na-C targess.

equation of state.'* Of course, the gaseous neon tends to be-
have nearly as a perfect gas. At the beginning of each run, the
target is initialized as a solid sodium slab {or solid sodium-
carbon slab) coated with a thin layer of neon. The Ne layer
contains enough particles so that for a uniform expansion
width of 10 um, the ion density will be 10%° cm 3. These
values are dictated by the self-absorption criteria discussed
earlier. As solid or liquid densities, this gives a submicron
layer of uniform thickness.
The Lagrangian hydrodynamic equations are

dM

=0, (5)
dt
dv .
P—;I-—=—V(P +P; + Q) (6)
dT, de,

. e '—V ” P 2 )
P d +~( d

+Cie(T""'T)+Esv (7)
v,PdT —-Vq,+~—(P+Q zde

i.e (7'1 - Te )9 ‘8)

where M is the zonal mass, p is the density, v is the velocity,
P, are the pressures, T, are the temperatures, ¢,  are the
speaﬁc heats, €, are the specific internal energies, and Q is
an artifical viscosity. The €, and C,;, terms, represent energy
sources and energy transfer terms, respectively. The initial
zone sizes are varied in the transition region so that the zonal
masses of the neon are nearly equal to those of the solid
material at the interface. Velocities and positions are defined
on zone boundaries. Density, temperature, and laser absorp-
tion are computed at zone centers. The electron temperature
is flux-limited according to Eq. {4). At the intensities which
are considered in this study, there is experimental evidence
that f= 0.1 gives good agreement between numerical simu-
lation and targets irradiated at 1.06 ym.'> Therefore, in all
cases which are discussed here, a flux limiter of f= 0.1 has
been used. The simulation starts with both sides of the target
{see Fig. 2) being irradiated by layers operating at 1.06 um.
The intensity on the neon side is well below that on the sodi-
um side and is typically on the order of 10'> W/cm® During
this early phase, the neon plasma expansion and heating by
the laser begin to set up the proper conditions discussed ear-
lier. Because in this design the heating processes for the two
materials are independent, the low power laser on the neon
side can be shut off to prevent overheating the corona and
burning through the Ne heliumnlike stages.

Pulse Line center Pump line width
Peak time pumping at half
Case Na/C thickness laser intensity FWHM intensity center value
{ g {(W/cm?) {psec) {ergs/cm? sec Hz) (Hz)

1 0.5/0.5 5x 10" 200 20x10° 3.0x10"

11 0.1/0.5 2.5x 10" 200 9.6Xx10% 2.0x 10

I 0.170.5 1x 10" 300* 6.7X 107 22x10™
*Linear rise time.
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The sodium side of the target, on the other hand, is
irradiated with an intensity of one to several times 10'* W/
cm?. In this study, we have used laser pulses which have a
Gaussian temporal shape as well as pulses which rise linearly
in time. The widths and rise time of the pulses have typically
been 200-300 psec. Because of the time scales which were
discussed earlier (i.e., the time scale needed to “set up” the
neon plasma is 100 psec—1 nsec), the width of the sodium slab
is constrained to be less than 1 um for these types of laser
pulses. This constraint is dictated by the time it takes for the
ablation front to advance to the interface. Ideally, the best
conditions should be achieved as the thermal wave emerges
from the sodium at a temperature of approximately 300400
eV and enters the carbon buffer. This favorable period lasts
until the laser has burned through enough of the target so
that the entire mass of the sodium is heated past the helium-
like stage and the output in the pumping line is greatly di-
minished.

Table I contains more detailed information for three
cases of interest. In these cases, we have chosen 0.1 zm and
0.5 um of sodium. Again, this is somewhat dictated by the
choice of the laser intensity and pulse width. Naturally, in-
ceasing the laser intensity and consequently, the energy, for
a given pulse length allows for more sodium material to be
heated to the proper temperature. Figure 3 shows the pump-
ing line intensity at the Na-C boundary for the three cases
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FIG. 3. Post-processed intensity profile for the 11-A pumping line at the
Na-Cinterface. The three cases of Table I are shown along with the inferred
Rochester experimental profile. The times for case I and case II are 100 psec
after the peak of the Guassian-shaped laser pulse. The time for case III is
300 psec, which is the rise time for the linear ramped pulse.
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which are shown in Table I. Also shown is the pumping line
intensity of a Rochester implosion in which the glass micro-
balloon contained a sodium impurity.'® This result is dis-
cussed in ADW and is used here as 2 means of comparison.
The pumping line intensity at line center for this Rochester
experiment was found by the analysis of ADW to be
6.6 X 10° ergs/cm? sec Hz. The strongest line center intensi-
ty seen in the results of this paper (i.e., case I} is roughly 30%
of the Rochester experimental results. However, this line is
quite broad and has a width of roughly 3.0 10'* Hz with
flux values above 10° ergs/cm?” sec Hz. The profile produced
in case I1 is also rather broad but is roughly 50% of the peak
value obtained in case I at line center. From Table1, it can be
seen that both the intensity incident on target and mass were
increased in case I in an attempt to increase the line center
intensity. Increasing the intensity without increasing the
mass led to early burnout, while increasing the mass without
increasing the intensity led to self-reversal in the line center.
This is evident in case III. This-feature appears when the
main flux-producing region is behind the interface position’
and the flux is absorbed by dense cooler sodium. In order to
remove the self-absorption, the front of the sodium must be
heated to values greater than 300 eV. Therefore, increasing
the mass also means that the incoming energy, or intensity
for a given pulse length, must also be increased. -

Figure 4 shows the density and temperature of the sodi-
um as a function of distance from the interface at 100 psec

20 -
10 Te 104
{aV})
10" 103
He-like
“ |ON DENSITY
1018 [ | i | 4 102

50 100 150 200
DISTANCE FROM INTERFACE {um)

FIG. 4. Sodium density and tempéx‘ature profiles for case I of Table I near
the Na-Cinterface at 100 psec after the laser peak. Also shown is the He-like
ion density.
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FIG. 5. Density and temperature profiles for case I of Table I at 100 psec
after the laser peak.

after the peak of the laser pulse for case I. The He-like ion
density is also shown. Note that this density peaks strongly
at the front of the plasma where the temperature is 400 eV.
The entire target including the carbon buffer and neon plas-
ma at 100 psec is shown in Fig. 5.

The results of ADW (where the neon is assumed fully
bathed in pump radiation) showed that the Rochester profile
would produce a peak gain coefficient of roughly 200 cm™".
For the planar targets reported here, however, the pump
radiation is only incident from one side. Therefore, propor-
tionality arguments yield gains of 30, 15, and 10 cm™?, for
cases [-III, respectively, for an illumination solid angle of 27
steradians.

- One obvious question which might be asked is this:
How much gain can be achieved in an optimized target with
-an optimum laser? At the present time, this question cannot

. be fully answered because of the large number of parameters

which must be varied. However, certain issues are clear.

. First, the entire region of sodium near the interface must be
heated close to the required temperature of 300-400 eV or
self-absorption will reduce the intensity of the pumping line.

. Therefore, if the amount of sodium is increased to corre-
spondingly increase the pumping power, a higher energy la- -
- ser must also be used. However, a danger in going to higher
_ intensity lasers is the production of hot electrons which
oould impair the effectiveness of the thermal buffer. Our
present treatment does not include this effect. Second, the
creation and expansion of the neon plasma dictates the oper-
ating time scale for producing the proper pump conditions.
This time scale is roughly less than or equal to one nanose-
cond for expansion velocities of 107 cm/sec. Under these
considerations, the optimum gain point probably lies some-
what above case I, but hot electron production may prevent
it from being too far above this point.

Given the fact that the bulk of the sodium plasma is
expanding with velocity 1.0 X 107 cm/sec, and the neon plas-
ma itself is expanding in the opposite direction at 2.3 X 107
cm/sec, the question arises: have the pumped and pumping
lines been Doppler-shifted out of coincidence? The line emis-
sion profiles presented here have been calculated with the
stationary plasma approximation. To ascertain the effect of
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plasma motional broadening on the profile as seen from the
neon region we consult the work of Irons.!”!8

For the pumping sodium plasma the expansion velocity
is 1.8 times the ion thermal velocity. This factor of 1.8 corre-
sponds to Irons’ parameter ¢. Irons presents cases for o = 1
and o = 3 for pure Doppler and pure Lorentz lines, for opti-
cal depths of 10 and 107 (see Ref. 17, Figs. 5 and 6). The line
center optical depth of the sodium pump line for case I is 40.
Interpolation of Irons’ calculations may be used to estimate
the true profile shape. Such a procedure leads to the conclu-
sion that, for case I, the flat-top profile which would prevail
in a stationary plasma will transform to an asymmetric self-
reversed profile in the presence of plasma motion. The pro-
file would be characterized by a blue-side peak 4-5 Doppler
widths (2.2 X 107 cm/sec) from line center, and a somewhat
stronger red-side peak at a similar frequency spread from
line center. The above shifts are quoted in the stationary
laboratory frame. The neon rest frame is 2.3 X 107 cm/sec to
the red of the small mass of stationary plasma between the
main sodium and neon regions. Therefore, the blue peak of
the pumping line would be shifted to virtually the center of
the neon line in the neon rest frame. Also, as pointed out by
Ironsin Ref. 18, the total intensity of an optically thick line is
generally greater from differentially streaming plasmas as
compared to the stationary case. This is due to the fact that
the Doppler shifts reduce the effective optical depth of the
line, resulting in the ultimate escape of a greater fraction of
collisionally created photons. Thus. the effective pumping
power of the sodium line might well be greater than that
calculated here, due to this mechanism. Finally, the differen-
tial expansion of the neon plasma will have the effect of re-
ducing the resonance photon pumping of the lower lasing
levels, thereby relaxing somewhat the constraints on the size
of the neon region. In summary, we do not expect the mo-
tional Doppler line shifts to be significantly detrimental to
the achievement of a population inversion in neon, but in-
stead such effects may enhance the viability of the scheme.

{V. SUMMARY AND CONCLUDING REMARKS

We have examined the hydrodynamic and thermody-
namic properties of a Na-Ne system irradiated on opposite
sides by high-power lasers. By necessity, the laser intensity
on the sodium side must be much greater than the intensity
on the neon side. It was found that because of thermal con-
siderations, a buffer is needed batween the sodivm and neon.

Through numerical simulation it was found that the
entire sodium slab must be at or near the ideal pumping
temperature of 300-400 eV to prevent self-absorption at the
sodium-buffer interface. In our modeling, we used 2 0.5-um
carbon slab as the buffer. The best result was found when a
0.5-um sodium slab was irradiated with a 200-psec pulse
from a 1.06-um laser operating with a peak intensity of
5.0X 10" W/cm? When the pumping line flux emerging
from the sodium was compared with that from a previously
analyzed profile, it was found that the gain coefficient would
be roughly 30 cm ™. This gain should be measurable in an
experiment of this type. It may, however, be more advanta-
geous to employ a cylindrical or spherical configaration in
order to provide compressional heating of the pump to the
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requisite temperature at high density. Finally, we hope to
report on a completely self-consistent transient treatment at
a later date.
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Abstract—An efficient analytic Voigt profile escape probability approximation is presented and
compared to exact numerical calculations. Using this analytic approximation, the two-level-atom
source function is also computed for optically thick media, which have been previously evaluated
exactly by Avrett and Hummer. Comparison with a more realistic laboratory plasma case also
validates the usefulness of the approximation for economical modeling of radiation transport in
optically thick plasmas.

I.INTRODUCTION

Laser-produced plasmas often contain dozens to hundreds of optically thick lines, and, in
many cases, the hydrodynamic evolution of such plasmas is significantly affected by radiation
transported in these lines."? Realistically accounting for such effects can be especially
important in plasma X-ray lasing media,>* where maintenance of population inversions
often depends sensitively on plasma conditions. Substantial effects of radiation transport
on ion-beam driven plasmas may also occur.’

Unfortunately, exact multifrequency transport calculations for each optically thick line
are often computationally impractical. To alleviate this problem and still provide for the
maximum attainable realism in the photon transport, a technique®’ requiring the equivalent
of only one frequency per line has been tested and benchmarked successfully against pre-
viously published two-level-atom solutions which represent a stringent test of numerical
radiation transport algorithms. This technique uses a computationally efficient method for
obtaining photon escape probabilities averaged over the line profile. Such methods have
been described in Refs. 6 and 7 for Doppler and Lorentz profiles. While such profiles may
be adequate for some applications,® the more general Voigt profile is more appropriate for
a large class of moderate density, optically thick plasmas. The line profiles of very high-
density plasmas, such as those produced in spherically symmetric laser driven compressions,
are dominated by the Stark effect. Weisheit? has given escape probability formulae for such
Stark profiles. It is the purpose of this paper to present a simple analytic escape probability
parameterization for the Voigt profile, and to access its accuracy by direct comparison with
previously published exact solutions, as well as with a specific optically thick plasma which
has also been solved by a multifrequency radiation transport technique.

2. VOIGT PROFILE ESCAPE PROBABILITY

The technique presented in Refs. 6 and 7, and referred to above, employs as its central
quantity the coupling-constant matrix C;, which is the probability that a line photon emitted
in spatial cell / will be absorbed by cell j. There is one coupling-constant matrix for each
line. Each pair of cells in the medium is connected by a ray, as in Fig. 1. The choice of
ray angle is described in Ref. 7. In the notation of Fig. 1, the coupling constant C; is the
difference in mean escape probabilities from the originating cell i to the front and rear of

the receiving cell j, i.e.

G = Q—Sf i[Pe(T + 75) — P + 15 + 7)]dr , ¢)
g T Y

i
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Fig. 1. Notation for photon ray tracing between a pair of cells in the medium, as applied in Eq.(1).

where the integral averages P, over the originating cell /. In Eq. (1), the escape probability
P,(7) is the probability that the line photon travels at least through line-center optical depth
T along the ray before being absorbed, and is given by

P(7) = f ¢ (v) e-T¢WI0 qy )

In Eq. (2), ¢(v) is the line profile function, normalized to a frequency integral of
unity. The integral in Eq. (2) extends over the line profile, and ¢(0) refers to the profile
function at line center. Throughout this work, complete frequency redistribution is assumed.
Once P,(7) is obtained, the C; are given by Eq. (1). The steady-state line source function
can then be obtained by direct matrix inversion when the collision rates are fixed.®” When
the nonlinear electron density dependence affects the collision rates (as in a multistage,
multilevel plasma calculation), an iteration procedure’ is required to obtain the steady-state
line source functions. The actual form of P,(r) for the Voigt profile is now considered.

The Voigt function is given by

a (*= erdy
Ulaw) = mf_w m . 3)

In Eq. (3), v is the frequency displacement from line center in Doppler widths, and a is
the line-broadening parameter, which is the ratio of the sum of the inverse lifetimes of the
upper and lower levels to 47 times the Doppler width. In general, the far wings of this
profile are Lorenztian, i.e.

Ulaw),., = alm (W + @) . 4)

The transition point between a Doppler-like core and Lorentzian wings depends on a; the
smaller the value of the broadening parameter, the further in frequency from line center
that this transition occurs. In the limit of large optical depth, only the far wings contribute
to the photon escape probability. In that case, Eq. (4) for U(a,v) may be substituted into
Eq. (2) for ¢(v). The resulting elementary integral yields, for a << 1,

Pla,7) = wV* (a/7)"? (5)

as the exact optically thick limit of the Voigt escape probability for line-center optical depth
T and broadening parameter a << 1. Not surprisingly, Eq. (5) shows that a Voigt profile
in the limit of large optical depth is characterized by P,~7-!'%, as is the case for a pure
Lorentz profile.®
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Extensive exact numerical calculations of P,(a,7) have been performed to determine
the feasibility of simple fits to the escape probability for a Voigt profile. The simplicity of
the fit is important in maintaining the computational efficiency of the coupling constant
technique by which the radiative transfer is solved. Different expressions for many regimes
in @ and T would substantially negate the desired economy of the method. It was not found
possible to produce simple formulae with the same degree of accuracy—a few percent—
achieved for Doppler and Lorentz profiles as described in Ref. 7. However, the expressions
given below will be shown to be valuable for some purposes.

Two contrasting regimes in the broadening parameter a were delineated by the results
of the exact calculations. For a < 0.49 three different regions in line-center optical depth
characterized by different functional behavior in P, exist. For 7 < 1, photons emitted
throughout the line core have a significant change of escape. Between 7 = |, and a critical
optical depth denoted by 7., the behavior of the escape probability is Doppler-like (P,~7-").
Finally, above 7., only the far Lorentzian wings contribute, and the escape probability
exhibits pure Voigt functional variation, i.e. P,~7~'/ as in Eq. (5). Empirically, it is found
that

r. =0.83/a(l+va) . (6)

The expressions for P, for a < 0.49 are

(1 + 157! <, (7a)
P.(r) = 04/ 1 <1 <7) , (7b)
0.4/V'1.T r>1) . (70)

For broadening parameters a@ > 0.49, the Lorentz wings are strong enough so that essentially
no Doppler-like behavior occurs. In this case, the expressions adoped are

1+ 7! r<1) (8a)

P =\ 057 (>1) . (8b)

Needless to say, the sharp divisions are somewhat artificial and are set primarily to minimize
inaccuracies while maintaining computational efficiency. The Voigt optical depth 7 refers
to the line center; it may be readily computed from the pure Doppler line-center optical
depth using the ratio of polynomials given by Hui, Armstrong and Wray.!!. Equations (7)
and (8) apply for all optical depths and have been tested against exact escape probability
calculations for a > 10-3.

Comparisons of the escape probabilities given by Egs. (6)-(8) with exact calculations
are presented in Figs. 2 and 3, for various broadening parameters ranging from 0.01 to 1.0.
The simplified expressions are typically accurate to 20%, although this deteriorates to nearly
40% for a small range near 7=2 at a broadening parameter of 0.32. In some other regimes,
however, the formulae are nearly exact, as shown in Figs. 2 and 3. The expressions (7) and
(8) are analytically integrable; therefore the coupling constants for use in radiative transfer
applications are directly obtainable using Eq. (2). The accuracy and usefulness of the present
formulae to solve radiative transfer problems is now considered.

3. APPLICATION TO RADIATIVE TRANSFER

The new expressions and technique have been applied to two specific radiative transfer
problems. The first of these is the planar two-level-atom case, first solved exactly by Avrett
and Hummer.?? Their chosen parameters represent a stringent test for numerical transfer
algorithms, as the optical depths are high and the photon collisional quenching parameter
(10-4) is quite low. This latter quantity (designated here as Py and by Avrett and Hummer
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Fig. 2. Comparison of the present analytic approximation for the Voigt profile escape probability
as a function of line-center optical depth with exact numerical results. Voigt-broadening parameters
(a) of 0.01 and 0.1 were assumed.

as €) is the probability per line photon absorption that the photon is destroyed collisionally
rather than reemitted. A low P, coupled with high-optical-depth results in many photon
scatterings. In such situations the line source function is dominated by photoexcitation,
and its evaluation is therefore very sensitive to the accuracy of the radiative transfer ap-
proximation employed. Figure 4 shows comparisons of the line source function obtained
with the present approximate technique to the exact results of Ref. 12. The Planck function
is unity throughout the planar medium, and the line-center optical depth varies from 28 to
2.8 X 10° The Voigt-broadening parameter is 0.01. As expected, the accuracy of the
approximation deteriorates with increasing optical depth. At v = 28, the maximum dis-
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Fig. 3. As in Fig. 2, except that Voigt-broadening parameters of 0.32 and 1.0 were assumed in the
exact calculation. The approximation gives the same escape probability for all a 2 1.0.
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Fig. 4. A 25-cell calculation of the two-level-atom source function for planar media, using the

present analytic Voigt profile escape probability approximation, is plotted along with the exact

solutions of Avrett and Hummer. For the approximate calculation, every other cell is plotted as a

cross. Collisional quenching probability per scattering is 10~* in all cases, and the Planck function

is normalized to unity. The line-center optical depths 7, are as indicated. The Voigt-broadening
parameter is 0.01.

crepancy in the source function is 20%, but most points lie within 5% of the exact solution.
In the present calculation 25 cells have been employed, and the odd-numbered cells are
plotted in Fig. 4. By contrast, at 7 = 2.8 X 105, the maximum error due to the approximation
is 45%, with most points lying 10-30% from the exact source function. This latter high-
optical-depth case, coupled with P,=10-*, is rarely encountered in laboratory plasmas and
therefore represents a more difficult transfer problem than the present algorithm would
usually be called upon to solve.

The superior accuracy of the approximation when employed in laboratory plasma
simulations is demonstrated in Table 1. The problem to which the algorithm has been
applied is this: Given a planar sodium plasma of fixed ion density 10® cm3, electron and
ion temperature of 400 eV and thickness 0.4 cm, what are the steady-state ionic stage and
excited level population distributions? Table 1 shows the ratio of the helium-like Na X 1s
2p ' P, level population to that of the Na X 152 'S, ground state as a function of position
in the plasma. The ratio is also presented as obtained from an exact multifrequency cal-
culation, and is directly proportional to the line source function. A description of the atomic
model and rate calculations is given in Ref. 13. The optical depth of the 152 'S, — s 2p
'P, line is 2.6 X 10% measured from planar midpoint to outer edge. The Voigt-broadening
parameter is 0.03, and P, = 0.24 for the line. As evident from Table 1 that the moderate
optical depth and collisional quenching parameter, characterizing this plasma, render the
transfer problem less sensitive to errors of approximation in P, than the Avrett—Hummer
cases. The maximum deviation in the line source function from the multifrequency solution
is 4% near the outer boundary.

4 SUMMARY AND CONCLUSIONS

The frequency-averaged line photon escape probability for a Voigt opacity profile has
been parameterized with simple analytic expressions given by Egs. (6)-(8). The escape
probability as a function of optical depth obtained from the expressions has been tested
against exact calculations for Voigt-broadening parameters > 10-3. Typical comparisons
with the exact results are given in Figs. 2 and 3. The line source functions obtained by
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Table 1. Fractional population ( /) of the helium-like sodium 15 2p 'P, excited level relative

to that of the 1s? 'S, ground state is tabulated as a function of distance from the boundary

of a planar sodium plasma. The plasma is assumed to be homogeneous with full width 0.4

cm, ion density 10° cm~* and temperature of 400 eV. The last point in the table is at the
plasma midpoint (0.2 cm); the populations are symmetric about this point.

S L, . 2 1.
Distance from the Fls2p | /(s Su)
boundarv (em) multitfrequency probabilisric
= -

2.4 % 1077 4,22 x 1073 4.37 x 1077

. -2 - -3 -3
6.0 x 10 5.60 10 5.67 x 10

) -1 = an -3 - -3
1.0 < 10 5.92 x 1IN 5.93 x 10
. ] -1 -3 -3
1.6 x 10 6.01 x 10 6,02 x 10
R -1 -3 -3
2.0 v 10 601 5 10 h.02 x IN0

employing these expressions in conjunction with the radiative transfer algorithm described
in Refs. 6 and 7 are shown in Fig. 4 and Table 1, along with exact solutions.

The approximation presented here will probably find the most appropriate applications
in laboratory plasma simulations, especially where dozens to hundreds of optically thick
lines influence the plasma’s hydrodynamic behavior. For most plasma applications, the
calculated source function will probably deviate only a few percent from exact results,
although errors of 20% are conceivable for optical depths exceeding 10° combined with
small (< 10-3) collisional quenching parameters. However, the realism of this approxi-
mation is greatly superior to such often-employed cruder approximations as local ther-
modynamic equilibrium or Planck or Rosseland mean opacities used in a diffusion ap-
proximation. Finally, for very large optical depth (> 10%), low-density astrophysical
applications the source function errors generated by the present method can approach 45%
in certain cases. Since the present technique assumes complete frequency redistribution over
the line profile, additional errors due to partial redistribution effects are also likely for
extremely low-density cases. Therefore this technique is not recommended in such instances
unless the errors are tolerable in the context of the problem being attacked.
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Abstract—A formalism is developed which permits direct steady-state solution of the transfer equation
using escape probabilities averaged over angle and frequency. A matrix of probability-based coupling
coefficients, which are related to the kernel function K, is used to obtain the source function for a Doppler
profile in plane-parallel geometry. Comparison is made with exact solutions, establishing the high accuracy
of the technique. The method is extendable to different physical situations by simply modifying the
coupling coefficients. As an example of a more realistic application of the formalism, we have solved for the
ionization-excitation state of a planar aluminum plasma at 600 eV in collisional-radiative equilibrium. The
results agree well with those obtained from the conventional multifrequency-multiangle formalism. Ad-
ditionally, we have used the technique to gauge the effects of transport of lines connecting excited states
with each other.

1. INTRODUCTION

In the literature of radiative transfer theory, much attention has been devoted to photon
e-cape-probability concepts as a means of aiding in the interpretation of detailed solutions to
the transfer equation in astrophysical and laboratory contexts. In this paper, we develop a
formalism which permits utilization of such concepts to obtain direct solutions of the steady-
stide source function. When applied to a plane-parallel, Doppler-broadened medium, the
technique eliminates entirely the need for either frequency or angle integration, while yielding
generally excellent agreement with previous results obtained by Avrett and Hummer.'

2. MULTICELL RADIATIVE COUPLING EQUATIONS

If a medium which is finite in extent in at least one direction is divided into a number N of
smaller regions, line photons emitted in each region will have a finite probability of being
absorbed in any of the other N - | regions, as well as being reabsorbed in the local region or
escaping entirely from the medium. Let Cj be the probability that a line photon emitted in
geometrical region i traverses the distance between regions i and J and is absorbed in region j.
N.. will refer to the fotal upper level population of region i, and A, stands for the spontanous
transition probability (sec™) for the line in question. In each region i, W,, and D; will stand for
the total collisional population and depopulation rates, respectively, of the upper level (N,).
The above concepts and notation clearly imply the following equation for the rate of change of
the line upper level population in region i:

dN, X
VT N W, + ]_Zl NjAuCi — Ny(Au + D). 1M
The first two terms on the r.h.s. account for local collisional population of the upper level
and radiative population of the level by photons emitted from all the cells j into cell i,
respectively. The final term is the sum of spontaneous and collisional depopulation of the upper
level. In this paper, we will confine ourselves to the case where dN,/dt =0, that is, utilization
of Eq. (1) to obtain the steady state upper level population in each region, which is equivalent to
finding the source function when the lower level population is known. For a large class of
problems, such as those treated by Avrett and Hummer,' the ground state (lower level)

fSciqnce Applications, Inc., McLean, VA 22102, U.S.A,
*Optical Sciences Division.
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population is much larger than that of the upper level and the absorption coefficient is knowp
with high accuracy. In these cases, the steady-state version of Eq. (1) requires for its solutiop
the inversion of one N X N matrix—to solve N linear equations in N unknowns—once the G
are calculated from the absorption coefficients. When the absorption coefficient is not known 4
priori, the appropriate version of Eq. (1) must be set up for each level considered and
populations for each level must be obtained iteratively using the Cj calculated from the
populations (hence, absorption coefficients) of the previous iteration. ‘

Aside from the atomic constants, calculation of the Cii from the absorption coefficients tg
permit solution of Eq. (1) forms the heart of the mathematical problem and is now detailed. _

3. CALCULATION OF THE COUPLING CONSTANTS

For the case of plane-parallel geometry and Doppler profile with a spatially constant
Doppler width, it has proven possible to develop very fast and extremely accurate algorithms
for obtaining the Cj, primarily because of the vast amount of effort by other workers whicl has
been devoted to probability concepts for this case.

Consider a line photon emitted at a point in cell J, in the direction of cell i, in the medium,
The probability P; that the photon is absorbed in cell i is given by

P;= ﬁe(‘f}i)"ﬁe(ﬁi +4mn), )

where P,(7) is thetangle-averaged probability that a photon tranverses an optical depth v witheut
being absorbed or scattered. In Eq. (2), 7; is the line-center optical depth from cell i to the
boundary of cell i closest to cell j and A, is the optical depth of cell i itself. The practicality of
the method here described is obviously dependent upon having an efficient technique for
obtaining the P,’s. Holstein® obtained an expression for the monodirectional escape probability
P, valid for completely redistributed Doppler-profile line photons at large optical depths. We
have numerically calculated the integral :

B.(r)= fo P, (-:;0) du o

for a large range of optical depths and have adopted the following algorithm to obtain P,
quickly and accurately.

(a) At 79=3, a cubic spline polynomial has been fitted to the exact result at 20 points
roughly equally spaced from 7,=0 to 7, = 3.

(b) For 7> 3, the following analytic expression is accurate to better than 7% for 7 <35 and
4% for 5<1,=3x10%

B (rey = — 0286
AT = oV n (1.95 7))

At this point, it should be noted that in calculating the C;; coupling cells of finite width, P, must
be averaged over the cell originating the photons. This is especially important when the
originating and receiving cells are adjacent since P, can vary by an order of magnitude or more.
in some cases, from the front to the back of the originating cell. This averaging process is easily
accomplished by analytically integrating the above expressions across the originating ceil j 50
that

1 Tt TiHATy () (4,

i HAT)

In Eq. (4), (A7); and (A7); are the line-center perpendicular optical depths of cells j and i and 7,
is the optical depth between cells j and i, measured between the two closest boundaries. The
factor of 1/2 in Eq. (4) accounts for the assumed equal probability of photon emission in either
direction from cell j.
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4. RELATION TO THE EXACT TRANSFER EQUATION
avrett and Hummer' have written the formal solution for the source function S(7) in a
Wrallel atmosphere of optical depth T as

T
S(r) = (1~ Po) fo K\[(t = 7)|S(¢) dt + PoB, (5)

ohere B is the Planck function for the local electron temperature, P, is the “‘quenching
gurameter”, OF probability per scattering that the photon is lost from the line and K, is the
sernel function. In Ref. 1, Avrett and Hummer developed a useful asymptotic expansion for
e Doppler kernel function and showed that, for large 7 (measured at line center),

1

477 Viriat) (6)

Ki(t)~

spection of Eq. (5) reveals that Ki(7) is the analog of the discrete probability-based coupling
coefhicients which are used in the present treatment. K,(7) couples the regions of the medium
weether and, since the integral is carried out over 7, it is, in analogy with Egs. (1) and (2),

1dP,
2.dr |,

[¢]

(7)

Ki(ro)=—

The rate of change of the angle-averaged escape probability P, across optical path 7,
#termines the efficiency with which photons are absorbed per unit optical depth after crossing
he ﬂlh To-

The analytic expression

B,(70) = 0.286/7,V[In(1.95 7o), (8)

»hch we have used computationally in the calculations presented below should, when
sfferentiated, approach Eq. (7) closely in the limit of large =
Differentiating Eq. (8) yields, as 7 —x,

_1dP, _ 1
2dr,.. 6.99372+/(In7)

9

(7 measured atine center)

wiuch differs by only 1.4% from the exact expression (6). For most cases of interest, nearly all
of the coupling occurs within optical depths much smaller than 3 x 104, where Eq. (8) is usually
#ccurate o better than 4%. Also, as seen below, errors of a few per cent in the coupling matrix
& 0ot result in large source function errors when the method is applied to specific media of
fmte optical depth.

5. COMPARISON WITH THE TWO-LEVEL-ATOM MODEL
‘ To explore the computational viability of the approach detailed above, we have applied Eq.
110 a range of plane-parallel media of varying optical depths and quenching parameters. The
<es presented in Figs. 1 and 2 reflect comparisons of our approach with exact solutions
“Xaned by Avrett and Hummer.! The physical interpretation of the solutions has been
f:"’oifghly' discussed in Ref. I by Avrett and Hummer. Since the media are symmetric about
““m‘dplane, the calculation has been set up by establishing 25 or 75 cells in half the medium
4e< coupling each cell “to itself” and to others across the symmetry plane, as well as by direct
?f*)lén coupling within the same half of the medium. In each case, the cells are spaced
‘:"i‘“lhmically in optical depth (A7/r ~ constant) and the optical depths of the cells close to the
“oundary are less than unity to allow for the anticipated rapid change of the source function
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Fig. 1. The steady-state source function for a Doppler profile is shown for an optical depth of 2.82 > 10° and

a Planck function B = 1. Results obtained from the present treatment are shown along with the exact

solutions obtained by Avrett and Hummer in Ref. 1. The optical depth is measured from the center of the

plane-parallel medium to the edge and at line center. Quenching parameters of 107* (effectively thick) znd
1078 (effectively thin) are assumed in the curves shown.
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Fig. 2. As in Fig. 1, except that optical depths of 28.2 and 2.82x 10" are shown and only one quenching
parameter, 107*, is considered.
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. Fig. 3. The excited state structure of the AL(XII zné AL XIID species are indicated. Solid arrows illustrate
line trznsported by both direct and probabilistic methods: ~— -« ~ . lines transported using the probabilistic
formzlism oaly.

near the edge of the medium. We have zlso computed results for 50 cells per half-slab, which
are not plotted for reasons of clarity.

To obtzin solutions within a few per cent of the exact values, only 25 cells need be used for
optical depths of ~ 10°. but 50~75 cells zre necessary at 7 ~ 10, These considerations apply for
both the effectively thick and the effectively thin cases. As is seen in Fig. 2, for 1 =2.8 x 107, the
25-cell calculation yields source functions a factor of 2.5 greater than the exact solution at small
optical depths. but goes to the Planck function (B = 1) at the correct optical depth, The 75-cell
model yields source functions about 255 100 high in the nonthermalized, effectively thin regions at
this very high optical depth.

6. APPLICATION TO AN ALUMINUM PLASMA

The method described here appears to hold considerable promise for computationally
efficient modeling of laboratory plasmas. Dezailed multi-angle, multi-frequency calculations
have shown® that the ionization dynamics and energetics of high-temperature plasmas are
significantly affected by the trapping of line and continuum radiation. Accurate simulation of
such plasmas and computation of diagnosticaily useful line ratios requires that all optically
thick lines be transported. Given these considerations, we have applied the method to
determine the state of an optically thick aluminum plasma in collisional-radiative equilibrium.
Specifically. we have chosen a planar plasma zt a temperature of 600 eV, with a half-width of
504 and a total ion density of 1x 10" jons per cm®. As a framework within which the
technique is applied, we have used the multistzge, multilevel aluminum model, which has been
extensively described elsewhere.* The accompanying energy level diagram (Fig. 3) indicates the
excited state structure and transported lines of the Al (XID) and Al (XHI) stages, which are
dominant at our chosen temperature and density.* Additionally, the Al (XI) 15%2s-2p, -3s, -3p,
-3d. -4d. and 152p* excited states are included. with transport of the satellite line 1s2p 2P-
152p® *D. This model has been extensively applied using direct methods to solve the radiative
transport equation and the results will be thorouzhlv described for a range of plasma conditions
in an upcoming paper. The salient features of the results for this particular plasma are now
described in the separate sections below.

FIn these cziculstions. photaionization has been negizcted. a< nave radiative recombination transitions except for those

0nt0 the bare proton 1o form Ha =1 and n =2 onto An =1 20 form He I52'S and 152p°P, and onto He 152'S to form Li
h:sts_ .
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{a) Comparison of Voigt and Doppler profiles :

We have performed a separate calculation for the xdentxcal plasma dxrectly solving the
transport equation with Voigt profiles for each line whose widths are determined by the 1o,
lifetime of the respective upper levels. The calculation revealed very little difference in st
populations from that observed using a pure Doppler profile. At this density and size, therefors.
a Doppler profile is an adequate representation of the line opacity of the plasma. At higher jos
densities, the increased wings of the Voigt profile coupled with higher optical depths causes ,
51gn1ﬁcant lowering of the excited state densities compared to that obtained with a Doppler
profile.’

(b) Effect of photon pumping

The effects of radiative pumping of the excited states on the overall state of the plasma are
perceived most readily by solving for the plasma state ignoring radiative transfer, that i,
assuming that lines which are really optically thick are instead thin. This is done in oer
calculation as a means of providing an initial guess as a basis for iteration to the true opticails
thick state. In Figs. 4 and 5, we have plotted the level densities as a function of z fer
hetium-like (XII) and hydrogen-like (XIII) aluminum, respectively. Both the assumed thin and
true optically thick solutions are shown. The most obvious feature of Figs. 4 and 5 is that the
excited state densities are raised well above their optically thin values by repeated line photes
scatterings (re-excitations of the level). Relative to the ground state densities, the Al ¢(XIi-
1s2p'P population at plasma center is increased by a factor of 170 and that of the Al (XIi};
n =2 state is raised by a factor of 68. These values are in reasonable agreement with the

‘019
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e e ol v e e — . - - . —-— - . - a— - — =
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Fig. 4. Excited and ground state densities of Al (XII) are shown as functions of position in the plasm:l-

Results are given for both thin (ignoring radiative transfer) and thick calcutations. Also plotted are densities

obtained when transport of excited state lines is neglected, when such densities differ appreciably from
those of the full calculation.
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Table 1. Tzble of itne power outputs (W/em?).

Af XIIX

Thick lines; only

hin lines regonance lines Full
Line (oo tracspest) are transported transport
e
1-2 3.87 x 1¢%° 6.25 x 10!t 6.12 x 10}
1-3 fas x 1Yt 2.86 x 10%° k.05 x 10%°
1-% t.om x 10t 1.03 x 10'° 1.29 x 10*°
z-3 5.61 x 127 2.89 x 10*° 2.41 x 10%°
A XTI
16°-1s2p P 1.72 = 100° 1.7% x 100 1.71 x 1Mt
3
1s%-1s2p%e S SIPE LD 2.0k x 101! 5.76 x 10t
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162-15.p'p 1.93 x 100 2,05 x 10'°
bl z 1
lezpir-isze’n FIERIPR 2.96 x 10%° 2.27 x 16'°
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enhancement of excited state populations predicted by photon-escape theory arguments.* T,
table of line power outputs reveals that. at our chosen density of 1X 10, the Al 3z,
15°~152p'P line, for instance, is effectivelv thin. That is, even though the line center Onbc;;
depth happens to be 50 in this case, the emergent power is attenuated only slightly from 1,
optically thin value. Most of the line photons, therefore, escape the plasma after ms.,
scatterings. For the effectively thin case, N., the number of scatterings, is equal to P,"7 ¢ Whess
P, is the mean photon escape probability for the plasma. To produce 170 scatterings for rb,
line requires a P, of about 1/170 or, as revealed by Eq. (3) and the subsequent approximye
expressions, an optical depth of 25. This optical depth is exactly halfway between the Surfae
and center of the plasma, confirming the usefulness of the mean escape probability concep.
Similarly, good agreement is seen for the 12 line of Al (XIII).

Figures 4 and 5 also illustrate spatial gradients in certain of the excited states of this plasmy.
which is of course of uniform temperature and total ion density. The gradients appear in 1ne
excited states which are controlled primarily by radiative pumping. This pumping occurs either
directly to the excited state in question or to an adjoining state which is strongly collisionady
coupled to the state. The 152p°P state of Al (XII) is so strongly controlled by collisions that s
significant spatial gradient appears. The gradients in the radiatively-controlled excited states ary
a result of the lack of pumping radiation incident on the outer edge of the plasma. This resus:
in a lowered excited state density at the outer boundary, hence a lowered inward line photos
flux emitted near the outer boundary. The interior of the plasma (> 1) can thus sense i
boundary of the plasma and the result is the spatial profiles of Figs. 4 and 5. These effects have
been discussed in detail elsewhere.”®

(¢) Effects of excited state-to-excited state photo-pumping.

Also indicated in the power output table and plotted in Figs. 4 and § are the effects
photon-pumping by lines connecting excited states. This is of particular interest since the
transport of such lines is usually neglected. The optical depths of such lines are strongs
dependent on photon pumping of their lower levels from the ground state. Thus, they are o
easily estimable and may vary extremely sensitively with temperature, density and plasma size.
We plan a detailed study of these effects, which will be subsequently reported. We confine oe
remarks here to the specific plasma discussed above. In the particular plasma under cov
sideration, the Al (XII) 152p'P-153d'D and Al (XIII) n =2—n =3 lines are the only excites
state lines with appreciable optical depths (0.61 and 0.38 at line center, respectively). The
principal effect of neglecting transport of these lines is to underestimate, by about a factor vi 2.
the populations of the Al (XIII) n = 3 and Al (XII) 153d"'D states. The n = 2 level populaboes.
which depend primarily on pumping from the ground state, are not significantly affected. Mex
are the n =4 levels substantially increased, since lines arising from n =2 and n =3 pumpmg
n =4 are optically thin in both species. The optical depths of the above mentioned 23 linex
imply that about one scattering will follow collisional excitation of the lines, resulting in i
doubling of the upper level populations when the transport effect is accounted for. The powe
output of the Al (XIII) 1-3 line increases by 43%, rather than doubling, because near
surface of the plasma the n =3 level's population only increases by 25%, since the pumpes
effects are not as large at the boundary. The level populations near the plasma edge are. &
course, more important than those in the interior in determining power output. The calculstes
outputs of the 2-3 lines in both Al (XII) and Al (XIII) decrease when the lines are transporict
because of reabsorption and quenching. The optically thick calculation, however, yields a vas®
greater output in these 2-3 lines than that obtained when all lines (including resonance lines} &%
assumed thin. This is, of course, due to resonance pumping of the n =3 level. It is thus it
that two-level-atom scattering theory® gives good results for 1 »2 and 1-4 lines in this spec=>
case but that the 1-3 line in Al (XIII) is significantly altered in output by radiative pumfs
from n =2.

(d) Advantages and limitations of the formalism

No significant differences were observed in the results obtained using conventional mus*
frequency, multiangle transport compared to those yielded by the present method. Since £
formalism eliminates frequency- and angle-integration, it is quite advantageous numerically- b

!
i
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-.~her advantage of the coupling constant technique was achieved specifically in its use in a
wistage, multilevel model. As the excited state densities build up during the ““time-stepping”
4—tion scheme,’ the ground states change very little over 5-10 steps. Thus, the coupling
—ctants, which depend on the ground state densities only for the thick resonance lines, need
w updated for these lines (the vast majority of lines transported) only every 5-10 steps.

Two major limitations affect the application of the present scheme. First, efficient numerical
erithms for the cell-to-cell coupling constants have been obtained only for the case of a
wsilly constant line Doppler width, It is far from obvious that similar algorithms can be
«etained 10 apply to the general case. where gradients of varying magnitudes and directions are
snceivable. Second, the emitted radiation cannot be resolved in angle. This second limitation
+x be mitigated for the steady state case by using a detailed multi-ray procedure to compute
s angular distribution of radiation once the excited state densities are determined by the more
efzent coupling method. However, for = time dependent calculation calling a ray-tracing
«<heme every timestep to obtain angular resolution would clearly be as expensive as using the
watti-frequency, multi-angle technique to directly compute the state of the plasma.

7. SUMMARY AND CONCLUSIONS

An efficient and readily adaptable technique for radiative transfer calculations has been
<developed which eliminates the need for angle-and-frequency integrations. A specific numerical
wrorithm has been developed for a Doppler profile in plane-parallel geometry and applied in a
weaailed analysis of multilevel coupling in 2 highly ionized aluminum plasma. Extension of the
wethod to other geometries and line profiles (e.g. Voigt profiles) can be achieved by obtaining
axpeessions for cell-to-cell photon escape and absorption probabilities for these cases. The
wemenical consequences of this additional physics will appear solely in the use of different
eoapling coefficients. Use of the technique has made possible calculations which have revezled
w detail the effects of excited-state-line transport on line power outputs and level populations in
wr aluminum plasma. In addition, the uses =nd limitations of an even simpler one-cell scattering
meory approach have been assessed.

Nete added in proof: The 20-point cubic spline it to Pt =) for 7y =3 is extremely accurate for both £, and its gradient.
wewrver, 2 somewhat less time-consuming approximazion 1o P.(7) for ro<3 is given by

]
T 1= 13RIR0T7, + 0.8173937,2

P,(-o)

Yo cxpression differs from the exact P, by a mzximam of 7% for 0< 7y 3. The gradient of P., however, is not well
mwrewcnied {or 7, < 0.5, Despite this fact, use of the zbo+ e simplified expression yields results which are everywhere withina
¥ pet cent.of the 20-point spline results for the Avrer-Hummer cases which are llustrated in Figs. 1 and 2. Both the zbove
wmorewn and the one given for = > 3in Section 3are anzlvtizaih integrable for use in Eq. (4), and are equal at the joining point
%= } 8 several significant figures.
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Abstract—A previousty developed technique for solving the transfer equation directly by using frequency-
and angle-averaged escape probabilities in a planar, Doppler-broadened medium is generalized to encom-
pass spherical and cylindrical geometries, as well as a Lorentz opacity profile. Two key elements permit this
generalization to be made. The first is a reciprocity theorem relating the coupling constant from cell / to cell
j to that from cell j to cell i. The second is the use of a universal but accurate mean angle of diffusivity.

1. INTRODUCTION

In a previous paper,' it has been shown that line photon-escape probabilities can be utilized to
obtain exact solutions of the transfer equation in a Doppler-broadened, plane-parallel medium.
The central quantity needed to apply this technique, the coupling constant C;;, is equal to the
probability that a photon emitted in a cell of finite size i traverses the distance between cells i
and j and is absorbed in cell j. This coupling constant is simply the probability that a photon
emitted in cell i reaches the closest surface of cell j minus the probability that it reaches the
rear surface of cell j. The simplicity of the plane-parallel geometry allows the frequency-
averaged line escape probability P,(7) to be readily angle-averaged as

Pur) = fo P, (%) du. )

In this paper, the plane-parallel formalism is extended to spherical and cylindrical geometries,
where no such simple integral as Eq. (1) applies. In addition, the technique is extended to the
case of a Lorentz profile by means of simple, but highly accurate, analytic fits to P, The
technique developed here may also be extended to the case of a Voigt profile, provided that
computationally efficient evaluations of P, as a function of optical depth and damping constant
are available.

2. CALCULATION OF THE COUPLING CONSTANTS IN
SPHERICAL OR CYLINDRICAL GEOMETRY

The ease of determining photon coupling constants in planar geometry stems partially from
the fact that each cell occupies 27 steradians, as measured from each other cell. In spherical or
cylindrical geometry, this relation clearly does not hold and the greatest calculational difficulties
are anticipated when computing the coupling constant from an outer to an inner cell, which
involves complicated integration over solid angle. Use of the following reciprocity relation for
coupling constants overcomes this potential difficulty:

Ci = CyNJN, 03]

where C; and Cj; are the coupling constants defined in the introduction and N; and N; are equal
to the total number of absorbers (atoms, ions, or molecules) in cells i and J, respectively. These
coupling constants are analagous to the collision probability matrix of neutron transport theory,
for which a similar reciprocity relation exists.? To prove Eq. (2), we note that
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where ¢, is the coupling constant between the kth atom in cell j and the mth atom in cell i;
here, the “atom” refers also to ions or molecules. Equation (3) states that the total coupling
constant from cell j to cell i is the sum of the coupling constants between the individual atoms
of the cells, normalized by dividing by the number of atoms in the cell originating the photon.
Since the coupling constant between atom k and atom m equals that between atom m and atom
k (since the photon path is the same) it follows that

N N; N N
Gj = ; 2 cmk/M = 2 Z Ckm/M; (4)
=1m=1 m=1 k=1

dividing Eq. (3) by Eq. (4) yields Eq. (2). Equation (2) allows computation of the coupling
constants connecting inner to outer cells only; the outer-to-inner cell coupling constants are
then obtained from the reciprocity relation.

In practice, it has proven possible to obtain quite accurate results by tracing the photon-
escape probability over a single mean angle of diffusivity from the inner to the outer cell. In
Fig. 1, this process is graphically illustrated for coupling cell 2 to cell 4. The ray along which the
P, are calculated intersects the radius at the mean diffusivity angle 6, the value of which is
discussed below. Since the escape probabilities must be averaged over the originating cell, the
coupling constant is given by

Cu==[ " 1P 4 7)= Py + 7+ i d ©)

where 7,, 7,, and 7., are optical depths (see Fig. 1) and P, refers to the photon-escape
probability along the chosen mean ray and is not angle-averaged. Simple but quite accurate
expressions for the single ray escape probability have been fitted as a function of line center
optical depth 7 for Doppler and Lorentz profiles. For a Doppler profile, the following
expressions are used:

P.(r)=1/(1+0.657+0.297%), r=<5.18; (62)
_0.546847
Pz(T) - T‘\/lnT ) T> 5..18. (6b)

Fig. 1. The method used to obtain coupling constants connecting an inner cell (2) with an outer cell (4) is

illustrated for spherical or cylindrical geometries. The quantities 7,, 7, and . are the line-center optical

depths along the indicated segments. Escape probabilities are calculated along the ray at a mean angle ¢
intersecting the radial at the center of the inner cell. The determination of 6 is discussed in the text.
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Equation (6a) deviates from the exact Doppler profile escape probability in its domain by a
maximum of 4% and the maximum deviation of Eq. (6b). is also 4%. Holstein® obtained the
exact expression corresponding to Eq. (6b) for T, Viz,

1

(7 In7)

P(r)= (6¢)

which differs from Eq. (6b) by just over 3%. Equation (6b) is utilized rather than the
infinite-optical-depth limit of Eq. (6c) because it is more accurate at lower optical depths where
more photon coupling occurs and it joins smoothly at 7=5.18 to the polynomial expression
given in Eq. (6a).

For a Lorentz profile, the analytic approximations to P, are also divided into two line-center
optical depth domains on each side of 7 = 5.18. For r < 5.18,

P,(r)=1./(1.+0.585727) (7a)

is adopted whereas, for 7> 5.18, the following expression is used (which is the exact limit as
T %)

P.(7)=1/V(m1). (7b)

Equations (7a) and (7b) differ from the exact escape probability by a maximum of 8%:; in both
cases, the maximum discrepancy occurs in the vicinity of 7 =5.18. For r<3.4 and 7> 13, the
accuracy is better than 3%. The two expressions join smoothly at 7 = 5.18.

A principal question related to the use of this technique involves the specific angle 4 along
which the rays should be traced to obtain the best coupling constants. These coupling constants
are directly calculated only from the inner cells to outer cells, as discussed above. Any photon
emitted from cell ; whose radius of curvature is much less than that of cell j will travel nearly
along the local radius when it reaches the vicinity of the outer cell j. Therefore, the value of C;
obtained is quite insensitive to the choice of § when cell i is located close to the origin relative
to cell j. If the angle 8 is chosen to provide high accuracy when cells i and j have nearly the
same radius of curvature (.., in the planar limit), the scheme represented in Fig. 1 will
automatically scale the C; correctly as cell i draws closer to r = 0, Therefore, § will be chosen
to give accurate results for the planar limit, viz,

P (co: 0_) = Ll P. (i) du. ®

Since, according to Egs. (6) and (7), P.(r) depends on the line profile, the best value of 9 will
also be profile-dependent. In this paper, the analysis will be confined to the cases of astrophy-
sical and low-to-medium density laboratory plasmas whose line cores are dominated by Doppler
broadening and whose line wings are Lorentzian. Surprisingly, the § which are chosen
according to these considerations also give excellent results for a pure Lorentz line (see below).

The value of 9 which gives exact results for large optical depth is readily obtainable from
Eqgs. (6¢), (7b), and (8). For a Doppler profile, letting 2 = cos § where In 7> In A

a =f‘ pdu
™VIrin(r/@)]l  Jo v[7In(r/p)]
v e [T R 9
BV T Nl el Py e e d s ©)

For a Lorentz profile, we must have
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The errors in the angle-averaged escape probability at large 7 associated with a choice of
# = cos @ are, therefore, for Doppler and Lorentz profiles

—Aﬁ&(Doppler) =20-1 (11a)
and
Alf ¢ (Lorentz) =%\/(ﬂ)— 1, (11b)

respectively. Thus, choice of a & which is not exact at large r leads to a constant error and not -
a constantly increasing error in P, Since the photoexcitation of line radiation is generally
dominated by absorption of photons in the high-opacity Doppler core which are generally
emitted within a few optical depths, the condition of high accuracy at large = cannot be the sole
criterion for the choice of . To guide this choice, errors in the Doppler P, associated with use
of various g have been calculated numerically for more modest optical depths. It is found that,
for 1.5 = 7<=, g somewhat larger than 0.5 is required for exact agreement; a maximum g of
0.54 is required at 7 =3.4. For r < 1.5, z smaller than 0.5 is required for exact agreement; as
-0, all & tend toward the correct P, = 1. In view of these results, the value i =0.51 has been
adopted for the following calculations. This value is accurate to 2% at =< and is slightly
better than u = 0.50 for the important coupling region 1.8 < 7 <25. Moreover, even for a pure
Lorentz profile, & = 0.51 is accurate to better than 10% for all 7> 1 and, according to Eq. (11b),
is accurate to 7% as 7, No claim is made here that & = 0.51 is the best choice under all
circumstances. It is, however, a reasonable choice for our applications and yields good
agreement with exact solutions of several diverse transfer problems. There is also a self-
compensating aspect of the coupling constant technique for solving transfer equations which
tends to reduce the sensitivity of the results to the choice of . The source function in each cell
is established by photon coupling from within the cell and from other cells. If, for example, the
chosen g is too large, the escape probabilities from other distant cells to the cell in question will
be overestimated, generally leading to an overestimate of the coupling. However, the overes-
timate of P, from the local cell partially compensates for this effect by reducing the local
coupling which is proportional to (1 - P,). As is shown in Ref. 1, small errors in the coupling
matrix do not result in large source~function errors.

As a precaution and to ensure consistency, the N coupling constants from cell i to other
cells j are renormalized, as will now be described. First, the probability of escape from the
entire plasma from cell i is calculated along the chosen 8. This quantity, P, must be equal to

N
1- 2 C. It can be found to be slightly different because of numerical noise; therefore the C;; are
j=1

muitiplied by the factor needed to make this sum over j equal to (1 — P,).

3. COMPARISON OF RESULTS WITH EXACT SOLUTIONS

The most meaningful test of our formalism is the following: how closely are we able to
reproduce exact solutions of basic transfer problems in spherical or cylindrical geometry? The
technique of using the coupling constants, once obtained, to solve for the steady-state line
source function is described in Ref. 1. Briefly, the equation for the steady-state upper level
population of a two-level atom in cell i is written as

dN,; X

3t = 0= NuWi+ ZNJAUC; ~ Nu(Au + D), (12)
where N, and N; are the upper and lower level populations of cell i, respectively, A, is the
spontaneous transition probability (sec™!), C; is the coupling constant from cell j to cell i as
previously defined, and W, and D, are the total collisional population and depopulation rates,
respectively, of the upper level in cell i. For the cases studied, the absorption coefficient and
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hence the Cj; are fixed. A fixed absorption coefficient also allows the lower level populations Nj;
to be written in terms of the upper level population N,; for a two-level atom since

k x MBIu - NuBul’

where the B are the stimulated absorption and emission probabilities. Solving Eq. (12) for the
two-level-atom, thus reduces to an inversion of an N X N matrix. The requirements imposed on
the W, D and A, stem from the fact that the comparison cases specify the Planck function
spatially and also the quenching parameter P, which is the ratio of collisional to total decay of
the upper state. The W, D and A,; of Eq. (12) are chosen to be compatible with the specified
Planck function and quenching parameter. The C are calculable from the fixed absorption
coefficient.

The results of comparisons with previously published solutions to basic transfer problems
are presented in Figs. 2-4. In Fig. 2, comparison is made with the hollow-sphere calculations of
Kunasz and Hummer.* The cylindrical calculations of Avery et al’® are repeated with the
present method and the results exhibited in Fig. 3. The comparisons of Fig. 3 are confined to
cases where the cylinders are long compared to their widths, since the present techniques apply
to infinite cylinders. Finally, since the mean diffusivity angle used in these calculations is most
accurate for a Doppler profile, a comparison with pure Lorentz profile solutions obtained by
Avrett and Hummer® is presented in Fig. 4 to determine the applicability of g =0.51 to Lorentz
and hence to Voigt profiles.

It is self-evident from the three figures that the method yields very good accuracy. The
maximum deviation of the calculated source function from that given by accurate solutions is
25% for the cylindrical and spherical cases, with most of the curves lying within 15% of the
previously obtained values. For the planar Lorentz profile, the maximum error is 10%. Although
exact solutions are clearly not obtained by using this formalism, the accuracy is more than
acceptable considering that the technique obviates entirely the need for either frequency- or
angle-integration. As might be expected, the largest number of cells required to obtain this
accuracy (75) was needed for the stringent test of the Kunasz-Hummer cases, where both
the absorption coefficient and the Planck function vary as r~2. The smallest number of cells was

T T T T
T (LINE CENTER)=103 AFYa564.2
-2
-1.0 |- Ber . -
k(r)ek,r?

L06 S

-2 -1 0 1 2 3
LOG T (LINE CENTER)
Fig. 2. Steady-state source functions obtained by use of the presently described method (dotted line) are
compared with exact spherical solutions obtained in Ref. 4 by Kunasz and Hummer (solid line). In obtaining
the present approximate solutions, we used 75 cells logarithmically spaced in . The radius of the inner
boundary of each hollow sphere is 1 and each curve is labeled by the radius of the outer boundary. The
Planck function and absorption coefficient vary as indicated. A pure Doppler profile is assumed with line
center optical depth 10°/V 7 = 564.2.
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Fig. 3. Steady-state source functions obtained by the present method (dotted lines) are compared with the

Monte Carlo cylindrical solutions obtained in Ref. 5 (solid lines). The curves are differentiated by line

center optical depth along the cylinder radius. In obtaining the present approximate solutions, 20 cells

logarithmically spaced in 7 were used, with selected cells plotted. The lines connecting the points are
intended to guide the eye rather than to suggest interpolated values.
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Fig. 4. Steady-state source functions obtained by the present method (circles) are compared with the exact
planar. Lorentz-profile solutions obtained in Ref. 6 (solid lines). The Planck function is assumed to be
spatially uniform and equal to 1. The number of cells (logarithmically spaced in 7) presently used is 10, 10,
25, and 40, in ascending order of optical depth. The value of the source function at the center of each cell
isindicated by the circles, exceptfor r = 1.592 x 107, for whichevery other cell plus the innermost cell are plotted.

used (10) in calculating the low-optical-depth planar Lorentz cases for which the Planck
function was spatially uniform.

4. SUMMARY AND CONCLUSIONS
It has been shown that the use of escape probability techniques to obtain solutions to the
radiative transfer equation may be extended from planar to cylindrical and spherical
geometries. The formalism for line transfer requires that the line-profile-averaged photon
escape probability along a ray be known as a function of optical depth. Convenient analytic fits
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to these quantities are given for the cases of pure Doppler and pure Lorentz line profiles. The
technique presented is quite advantageous numerically in that it eliminates frequency and angle
integrations at small cost in accuracy. It is also readily adaptable to different physical situations.
For instance, for high-density plasmas for which Stark broadening dominates the line profile, the
escape probability formulae given by Weisheit’ could be readily employed.

Perhaps the main drawback to our approach (and the principal area for further work on this
technique) is that profile-averaged escape probabilities are most easily obtained and used for
spatially constant line profiles. When density and/or temperature gradients are present in such
degree as to affect P,(r) significantly, the accuracy of this approach will deteriorate. Obtaining
fits to P,(7) in the presence of such gradients is the only way to restore accuracy.
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Abstract—An efficient analytic Voigt profile escape probability approximation is presented and
compared to exact numerical calculations. Using this analytic approximation, the two-level-atom
source function is also computed for optically thick media, which have been previously evaluated
exactly by Avrett and Hummer. Comparison with a more realistic laboratory plasma case also
validates the usefulness of the approximation for economical modeling of radiation transport in
optically thick plasmas.

1.INTRODUCTION

Laser-produced plasmas often contain dozens to hundreds of optically thick lines, and, in
many cases, the hydrodynamic evolution of such plasmas is significantly affected by radiation
transported in these lines."? Realistically accounting for such effects can be especially
important in plasma X-ray lasing media,** where maintenance of population inversions
often depends sensitively on plasma conditions. Substantial effects of radiation transport
on ion-beam driven plasmas may also occur.’

Unfortunately, exact multifrequency transport calculations for each optically thick line
are often computationally impractical. To alleviate this problem and still provide for the
maximum attainable realism in the photon transport, a technique®’ requiring the equivalent
of only one frequency per line has been tested and benchmarked successfully against pre-
viously published two-level-atom solutions which represent a stringent test of numerical
radiation transport algorithms. This technique uses a computationally efficient method for
obtaining photon escape probabilities averaged over the line profile. Such methods have
been described in Refs. 6 and 7 for Doppler and Lorentz profiles. While such profiles may
be adequate for some applications,® the more general Voigt profile is more appropriate for
a large class of moderate density, optically thick plasmas. The line profiles of very high-
density plasmas, such as those produced in spherically symmetric laser driven compressions,
are dominated by the Stark effect. Weisheit® has given escape probability formulae for such
Stark profiles. It is the purpose of this paper to present a simple analytic escape probability
parameterization for the Voigt profile, and to access its accuracy by direct comparison with
previously published exact solutions, as well as with a specific optically thick plasma which
has also been solved by a multifrequency radiation transport technique.

2. VOIGTPROFILE ESCAPE PROBABILITY

The technique presented in Refs. 6 and 7, and referred to above, employs as its central
quantity the coupling-constant matrix Cj;, which is the probability that a line photon emitted
in spatial cell i will be absorbed by cell j. There is one coupling-constant matrix for each
line. Each pair of cells in the medium is connected by a ray, as in Fig. 1. The choice of
ray angle is described in Ref. 7. In the notation of Fig. 1, the coupling constant C, is the
difference in mean escape probabilities from the originating cell / to the front and rear of
the receiving cell j, i.e.

0‘5 i
¢, = T—J; [P.(r + 75) — P(r + 75 + 7)]d7T , 6))
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Fig. 1. Notation for photon ray tracing between a pair of cells in the medium, as applied in Eq. (1).

where the integral averages P, over the originating cell /. In Eq. (1), the escape probability
P,(7) is the probability that the line photon travels at least through line-center optical depth
7 along the ray before being absorbed, and is given by

P(7) = f ¢ (V) e—ToW6O gy )

In Eq. (2), ¢(v) is the line profile function, normalized to a frequency integral of
unity. The integral in Eq. (2) extends over the line profile, and ¢(0) refers to the profile
function at line center. Throughout this work, complete frequency redistribution is assumed.
Once P,(7) is obtained, the C; are given by Eq. (1). The steady-state line source function
can then be obtained by direct matrix inversion when the collision rates are fixed.*” When
the nonlinear electron density dependence affects the collision rates (as in a multistage,
multilevel plasma calculation), an iteration procedure® is required to obtain the steady-state
line source functions. The actual form of P,(r) for the Voigt profile is now considered.

The Voigt function is given by

+ o —y?
U(a,v)=—a—-f e v dy

72V (v—p)P + a2 3)

In Eq. (3), v is the frequency displacement from line center in Doppler widths, and a is
the line-broadening parameter, which is the ratio of the sum of the inverse lifetimes of the
upper and lower levels to 47 times the Doppler width. In general, the far wings of this
profile are Lorenztian, i.e.

Ula,v),., = alm (W + a?) . 4)

The transition point between a Doppler-like core and Lorentzian wings depends on a; the
smaller the value of the broadening parameter, the further in frequency from line center
that this transition occurs. In the limit of large optical depth, only the far wings contribute
to the photon escape probability. In that case, Eq. (4) for U(a,v) may be substituted into
Eq. (2) for ¢(v). The resulting elementary integral yields, for g << 1,

P(a,7) = 714 (a/7)'2 (5)

as the exact optically thick limit of the Voigt escape probability for line-center optical depth
T and broadening parameter @ << 1. Not surprisingly, Eq. (5) shows that a Voigt profile
in the limit of large optical depth is characterized by P,~7-!2, as is the case for a pure
Lorentz profile.'°
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Extensive exact numerical calculations of P,(a,7) have been performed to determine
the feasibility of simple fits to the escape probability for a Voigt profile. The simplicity of
the fit is important in maintaining the computational efficiency of the coupling constant
technique by which the radiative transfer is solved. Different expressions for many regimes
in @ and T would substantially negate the desired economy of the method. It was not found
possible to produce simple formulae with the same degree of accuracy—a few percent—
achieved for Doppler and Lorentz profiles as described in Ref. 7. However, the expressions
given below will be shown to be valuable for some purposes.

Two contrasting regimes in the broadening parameter a were delineated by the results
of the exact calculations. For @ < 0.49 three different regions in line-center optical depth
characterized by different functional behavior in P, exist. For 7 < 1, photons emitted
throughout the line core have a significant change of escape. Between 7 = 1, and a critical
optical depth denoted by 7., the behavior of the escape probability is Doppler-like ( P,~7-1).
Finally, above 7., only the far Lorentzian wings contribute, and the escape probability
exhibits pure Voigt functional variation, i.e. P,~7-"2 as in Eq. (5). Empirically, it is found
that

T, = 0.83/a(l+va) . 6)

The expressions for P, for a < 0.49 are

(1 + 1.57)-! <y, (7a)
P(r) = 04/t A1 <r<7) (7b)
04/vV'r,T r>7) . (70)

For broadening parameters a 2> 0.49, the Lorentz wings are strong enough so that essentially
no Doppler-like behavior occurs. In this case, the expressions adoped are

a+n- < (8a)

PO =\osivr G>1 . (8b)

Needless to say, the sharp divisions are somewhat artificial and are set primarily to minimize
inaccuracies while maintaining computational efficiency. The Voigt optical depth 7 refers
to the line center; it may be readily computed from the pure Doppler line-center optical
depth using the ratio of polynomials given by Hui, Armstrong and Wray.!! Equations (7)
and (8) apply for all optical depths and have been tested against exact escape probability
calculations for @ = 10-3,

Comparisons of the escape probabilities given by Eqgs. (6)—(8) with exact calculations
are presented in Figs. 2 and 3, for various broadening parameters ranging from 0.01 to 1.0.
The simplified expressions are typically accurate to 20%, although this deteriorates to nearly
40% for a small range near 7=2 at a broadening parameter of 0.32. In some other regimes,
however, the formulae are nearly exact, as shown in Figs. 2 and 3. The expressions (7) and
(8) are analytically integrable; therefore the coupling constants for use in radiative transfer
applications are directly obtainable using Eq. (2). The accuracy and usefulness of the present
formulae to solve radiative transfer problems is now considered.

3. APPLICATIONTO RADIATIVE TRANSFER

The new expressions and technique have been applied to two specific radiative transfer
problems. The first of these is the planar two-level-atom case, first solved exactly by Avrett
and Hummer.'? Their chosen parameters represent a stringent test for numerical transfer
algorithms, as the optical depths are high and the photon collisional quenching parameter
(10-%) is quite low. This latter quantity (designated here as P, and by Avrett and Hummer
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Fig. 2. Comparison of the present analytic approximation for the Voigt profile escape probability
as a function of line-center optical depth with exact numerical results. Voigt-broadening parameters
(a) of 0.01 and 0.1 were assumed.

as €) is the probability per line photon absorption that the photon is destroyed collisionally
rather than reemitted. A low P, coupled with high-optical-depth results in many photon
scatterings. In such situations the line source function is dominated by photoexcitation,
and its evaluation is therefore very sensitive to the accuracy of the radiative transfer ap-
proximation employed. Figure 4 shows comparisons of the line source function obtained
with the present approximate technique to the exact results of Ref. 12. The Planck function
is unity throughout the planar medium, and the line-center optical depth varies from 28 to
2.8 X 10° The Voigt-broadening parameter is 0.01. As expected, the accuracy of the
approximation deteriorates with increasing optical depth. At 7 = 28, the maximum dis-
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Fig. 3. As in Fig. 2, except that Voigt-broadening parameters of 0.32 and 1.0 were assumed in the
exact calculation. The approximation gives the same escape probability for all a 2 1.0.
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Fig. 4. A 25-cell caiculation of the two-level-atom source function for planar media, using the

present analytic Voigt profile escape probability approximation, is plotted along with the exact

solutions of Avrett and Hummer. For the approximate calculation, every other cell is plotted as a

cross. Collisional quenching probability per scattering is 10-* in all cases, and the Planck function

is normalized to unity. The line-center optical depths 7, are as indicated. The Voigt-broadening
parameter is 0.01.

crepancy in the source function is 20%, but most points lie within 5% of the exact solution.
In the present calculation 25 cells have been employed, and the odd-numbered cells are
plotted in Fig. 4. By contrast, at 7 = 2.8 X 10° the maximum error due to the approximation
is 45%, with most points lying 10-30% from the exact source function. This latter high-
optical-depth case, coupled with Py, =104, is rarely encountered in laboratory plasmas and
therefore represents a more difficult transfer problem than the present algorithm would
usually be called upon to solve.

The superior accuracy of the approximation when employed in laboratory plasma
simulations is demonstrated in Table 1. The problem to which the algorithm has been
applied is this: Given a planar sodium plasma of fixed ion density 10° cm™3, electron and
ion temperature of 400 eV and thickness 0.4 cm, what are the steady-state ionic stage and
excited level population distributions? Table 1 shows the ratio of the helium-like Na X 1s
2p ' P, level population to that of the Na X 1s? 'S, ground state as a function of position
in the plasma. The ratio is also presented as obtained from an exact multifrequency cal-
culation, and is directly proportional to the line source function. A description of the atomic
model and rate calculations is given in Ref. 13. The optical depth of the 15* 'S, — 15 2p
1P, line is 2.6 X 10? measured from planar midpoint to outer edge. The Voigt-broadening
parameter is 0.03, and P, = 0.24 for the line. As evident from Table 1 that the moderate
optical depth and collisional quenching parameter, characterizing this plasma, render the
transfer problem less sensitive to errors of approximation in P, than the Avrett—Hummer
cases. The maximum deviation in the line source function from the multifrequency solution
is 4% near the outer boundary.

4 SUMMARY AND CONCLUSIONS

The frequency-averaged line photon escape probability for a Voigt opacity profile has
been parameterized with simple analytic expressions given by Eqs. (6)-(8). The escape
probability as a function of optical depth obtained from the expressions has been tested
against exact calculations for Voigt-broadening parameters = 10-3. Typical comparisons
with the exact results are given in Figs. 2 and 3. The line source functions obtained by
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Table 1. Fractional population ( f) of the helium-like sodium 1 2p 'P, excited level relative

to that of the 152 'S, ground state is tabulated as a function of distance from the boundary

of a planar sodium plasma. The plasma is assumed to be homogeneous with full width 0.4

cm, ion density 102 cm~3 and temperature of 400 eV. The last point in the table is at the
plasma midpoint (0.2 cm); the populations are symmetric about this point.

- L, . 2 1.
Distance from the Fs2p If) fotls Su)
boundarv (cm) multifrequency probabilistic
_7 - -
2.4 5 10 422 5 107! 4037 w070
) -2 - ) -3 -3
6.0 x 10 5.0 x 10 5.67 x 10
- - -
1.0 x 10 .92 % 407 5.93 x 10"
Poeowo 07! g - 2w =
i, S 6.01 x 10 AL02 w10
X -1 -3 v oy
2.0 « 10 6.0 v 10 h.02 « 10

employing these expressions in conjunction with the radiative transfer algorithm described
in Refs. 6 and 7 are shown in Fig. 4 and Table 1, along with exact solutions.

The approximation presented here will probably find the most appropriate applications
in laboratory plasma simulations, especially where dozens to hundreds of optically thick
lines influence the plasma’s hydrodynamic behavior. For most plasma applications, the
calculated source function will probably deviate only a few percent from exact results,
although errors of 20% are conceivable for optical depths exceeding 10° combined with
small (< 10-?) collisional quenching parameters. However, the realism of this approxi-
mation is greatly superior to such often-employed cruder approximations as local ther-
modynamic equilibrium or Planck or Rosseland mean opacities used in a diffusion ap-
proximation. Finally, for very large optical depth (> 10%), low-density astrophysical
applications the source function errors generated by the present method can approach 45%
in certain cases. Since the present technique assumes complete frequency redistribution over
the line profile, additional errors due to partial redistribution effects are also likely for
extremely low-density cases. Thereforé this technique is not recommended in such instances
unless the errors are tolerable in the context of the problem being attacked.
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IMPORTANCE OF X-RAY OPACITY IN PLASMAS
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LINE PHOTON ESCAPE PROBABILITY Pg

Pg = [ MR T, P /P @) dv

PROFILE

WHERE
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AND T, = LINE CENTER OPTICAL DEPTH
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STARK LINEWIDTH AS A DENSITY DIAGNOSTIC FOR

SPHERICAL COMPRESSED PLASMAS

OPTICALLY THIN CASE
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