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Section I

Introduction

The purpose of this report is to summarize work performed for Sandia National

Laboratories during the period March 1992-March 1993. The primary objective of this

work is to provide theoretical support for the analyses of spectral measurements obtained

in Particle Beam Fusion Accelerator-II (PBFA-II) experiments. In our analyses, we

use: (1) a collisional-radiative equilibrium (CRE) code in which multilevel statistical

equilibrium equations are solved self-consistently with the radiation field and ion beam

properties; and (2) a suite of atomic physics codes which provide high quality atomic

structure and cross section data for the many radiative and collisional processes that can

occur in light ion beam-plasma interaction experiments. The major features of the CRE

and atomic physics codes are listed in Tables 1.1 and 1.2, respectively.

The statement of work for the past year is shown in Table 1.3. The primary

objective of this year concerns the analysis of inner-shell X-ray spectra from targets

heated by intense lithium beams. To do this, we have improved our modeling capabilities

in several areas. First, it was necessary to develop the capability to calculate the cross

sections for multiple ionization events. Because of the higher charge of the projectile in

present PBFA-II experiments (Li3+ vs. H+), a higher probability exists for the ejection of

more than one electron from a target atom during its interaction with a beam ion. Details

of the modeling and comparisons with experimental data are presented in Section II.

Second, to improve our capability to predict Kα spectra from moderate-Z targets, term-

dependent fluorescence yields and Auger rates are now computed. The fluorescence

yield calculations are described in Section III. Third, it was necessary to generalize

the statistical equilibrium equations in the CRE model to account for the enhanced

atomic physics modeling. In particular, transitions between atomic levels of non-adjacent

ionization stages must be included because of multiple ionization events induced by the

Li beam.

Using the enhanced modeling capabilities, calculations were performed to predict

Kα spectra from Al targets heated by intense Li beams. First, we performed CRE

calculations utilizing time-dependent temperature and density distributions predicted

from radiation-hydrodynamics simulations carried out at Sandia. This is described

in Section IV, where calculated time-dependent and time-integrated Kα spectra are

compared with measurements obtained in recent PBFA-II experiments. In Section V,
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Table 1.1. Major Features of Collisional-Radiative Equilibrium Code

• Multilevel, steady-state atomic rate equations are solved self-consistently with the
radiation field and ion beam properties.

• Every state of a given ion is coupled to all other states (ground and excited) of that

ion, and all states of the next higher ionization stage.

• Emission spectra include contributions from bound-bound (lines), bound-free

(recombinations), and free-free transitions (Bremsstrahlung).

• Line shapes include effects of natural, Doppler, and Stark broadening.

• Radiation transport is modeled using either:

(i) an angle- and frequency-averaged escape probability method, or

(ii) a multiangle, multifrequency model based on the second-order form of the

transfer equation.
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Table 1.2. Major Features of Atomic Physics Models

• Atomic structure and radiative data are computed using configuration interaction

(CI) method with Hartree-Fock wavefunctions.

• Multiconfiguration Hartree-Fock and Dirac-Fock calculations provide accurate

transition energies and oscillator strengths for lines of interest.

• Atomic collisional data are computed using a combination of distorted wave,

Coulomb-Born, and semiclassical impact parameter models.

• Ion-impact ionization cross sections are computed using a plane-wave Born

approximation model with Hartree-Fock wavefunctions and with the inclusion
of binding energy, Coulomb-deflection, and relativistic corrections. Multiple

ionization cross sections are computed using an independent event model with a
binomial distribution probability.

• Term-dependent Auger rates and fluorescence yields are calculated using an LS

coupling formalism with Hartree-Fock wavefunctions.
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Table 1.3. Tasks for 1992

1. Extend the capabilities of the present atomic physics and line transport model for
proton-irradiated plasmas to diagnose lithium beam-heated plasmas:

A. Estimate the effects of multiple impact ionizations on the satellite spectra.

B. Perform CRE calculations to determine opacity effects in the target material
and predict spectral fluxes.

C. Estimate plasma density and temperature conditions through analysis of
measured PBFA-II spectra.

2. Perform CRE and atomic physics calculations in support of 1992 PBFA-II
experiments.

3. Document results in a final report to SNL.

4. Provide source code for the CRE/transport package for installation on Sandia’s

computer system.
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we describe a series of calculations for Li beam-heated Al and Mg plasmas in which

we examine the potential for using line intensity ratios from He-like and Li-like ions to

diagnose target plasma temperatures and densities.

In addition to the above analyses, work has been performed in several other areas.

The work is summarized in papers which have been submitted for publication during the

past year. We include them as Appendices A, B, and C in this report. Appendices A

and B concern our analysis of Al Kα spectra obtained in proton beam experiments on

PBFA II (Bailey et al. 1990). Appendix A represents a collaborative effort between the

University of Wisconsin, Sandia National Laboratories, and the University of Florida in

which a detailed analysis of proton-induced Al Kα spectra was presented. Appendix B

presents a detailed description of the atomic physics calculations performed for proton-

irradiated Kα analysis. Finally, Appendix C presents a preliminary analysis of visible

spectra obtained from the PBFA-II Ar gas cell region. This work was presented at the

Beams ’92 Conference last May in Washington, D.C.
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Section II

Multiple Inner-Shell Ionization Processes in
Targets Irradiated by Intense Lithium Beams

2.1. Introduction

Numerous studies of ion-atom collisions have shown that K-shell ionization is

usually accompanied by multiple L-shell ionization. This multiple inner-shell ionization

of atoms by ion beam bombardment produces rich structure in x-ray satellite spectra.

Generally speaking, multiple ionization is less significant when the atomic number of the

projectile is much smaller than that of target; i.e., Z1/Z2 � 1. However, as the ratio of

Z1/Z2 increases, multiple ionization processes become increasingly important. Figure 2.1

shows a series of Ti Kα x-ray spectra produced by different projectiles (Hill et al. 1976).

It can be seen that multiple ionization effects are important for projectiles with Z1 ≥ 2.

Kα x-ray satellite spectroscopy has been used as a temperature and density

diagnostic for plasmas heated by particle beams in inertial fusion experiments (Nardi

and Zinnamon 1981; Bailey et al. 1990). Kα satellite spectra provide information on the

ionization distributions in plasmas, and with that, constraints on plasma conditions.

However, it should be noted that both thermal ionization and multiple inner-shell

ionization by ion bombardment can influence Kα satellite spectra. For example, the

Be-like Kα satellite of Al can be produced by a single K-shell ion impact ionization from

B-like Al, i.e.,

1s22s22p1 ion impact ionization−→ 1s12s22p1 fluorescence decay−→ 1s22s2, (2.1)

and by double ionization K1L1 from C-like Al (here, K1L1 represents the double

ionization of one K-shell electron and one L-shell electron):

1s22s22p2 double ionization−→ 1s12s22p1 fluorescence decay−→ 1s22s2. (2.2)

If multiple inner-shell ionization effects are significant, it may lead to inaccurate

predictions of the ionization distributions of plasmas if it is not properly accounted for.

Hence, it is very important to understand multiple inner-shell ionization effects on Kα

satellite spectra when using Kα spectra as a temperature diagnostic.

We have developed a computer code, MICPSSR (Multiple Ionization calculations

in the framework of Coulomb-deflection, Perturbed-Stationary-State, and Relativistic

6



Figure 2.1. Typical Ti Kα spectra resulting from bombardment by the various

projectiles.
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target wavefunction model), for calculating ion impact ionization cross sections. The

processes considered include single ionization, multiple ionization, and electron capture.

In this section we discuss the theoretical models used in our calculations, and present

results from a series of benchmark calculations, as well as results of multiple inner-shell

ionization of aluminum by high velocity lithium ions.

2.2. Theoretical Models

2.2.1. Plane-Wave Born-Approximation Cross Sections

In the plane-wave-Born approximation (PWBA) (Madison et al. 1975), the cross

section for ejection of an electron from an atomic subshell (nili) is given by

σ(ai, af) =
4Z2

1M1

(2li + 1)E1

∑
l,κ

∫ E1−Ii

0
dε
∫ k1+k2

k1−k2

dq[Rκ(q)]
2q3. (2.3)

Here, σ is the ionization cross section in πa2
o, ε is the kinetic energy of the ejected electron

in hartree, q is the momentum transfered to that electron, Ii is ionization threshold of

the (nili) subshell, and Z1, M1, and E1 are the charge, mass, and initial kinetic energy

of the incident particle. The quantities k1 and k2 are the momenta of the incident and

outgoing ions, respectively:

k1 =

√
2E1

M1
(2.4)

and

k2 =

√
k2

1 −
2(Ii + ε)

M1
. (2.5)

The radial integral factor Rκ(q) for the l partial wave is

Rκ(q) = Π(κlil)

(
κ li l

0 0 0

)∫ ∞

0
P (nili|r)P (εl|r)(jκ(qr) − δκ0)dr, (2.6)

where

Π(κlil) =
√

(2κ + 1)(2li + 1)(2l + 1) , (2.7)

and P (nili|r) and P (εl|r) are the one electron radial wave functions. In our calculations

the electron wave functions were calculated using the Hartree-Fock method. The PWBA

method can provide good results for ion impact ionization cross sections if the velocity

of the incident particle v1 is larger than the orbital velocity vi of the ionizing electron.

However, for slow collisions, i.e., v1 < vi, the PWBA model can overestimate cross
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sections significantly because it neglects the perturbation by the charged projectile on

the target’s atomic states, and the influence of internuclear repulsion. Figure 2.2 shows

a comparison of experimental data (Richard et al. 1973) and PWBA results for Al K-

shell ionization cross sections by He+2. Note that the discrepancies between theory and

experiment in the slow collision regime are typically an order of magnitude. We have

included two important corrections for PWBA in our calculations to resolve this problem.

Binding Energy and Polarization Effects

The perturbation of the target atomic states by the presence of the charged

projectile in the vicinity of the nucleus during the collision leads to a modification of

the binding energy and, consequently, the ionization cross section. From first-order

perturbation theory, the change in binding energy including polarization for a shell i

(with i = 1s, 2s, or 2p) is (Brandt and Lapicki 1981, Lapicki and Zander 1981, Basbas

et al. 1978):

∆Ei =
2Z1Ei

Z2iθi

(gi − hi) . (2.8)

Here, Ei is the binding energy of the shell i. The effective charge for the ionizing

electron is Z2i = Z2 − δi, with δ1s = 0.3 and δ2s = δ2p = 4.15. The reduced energy

is θi = Ei/(Z2
2i/2n2), where n is the principal quantum number. The quantities gi and

hi are the binding and polarization functions defined by Lapicki and Zander (1981). In

our calculations, the binding and polarization effects were taken into account by using

Ei + ∆Ei as the i-shell binding energy.

Coulomb Deflection

In the semiclassical approximation, the ionization cross section for a projectile

moving along the classical hyperbolic orbit in the Coulomb field of the target nucleus

can be approximated by taking the cross section calculated for a straight-line path and

multiplying it by a correction factor. In our calculation, the Coulomb deflection factor

was taken to be (Brandt and Lapicki 1981)

C(x) =

{
9 ε10(πx) for 1s and 2s shells ,

11 ε12(πx) for 2p shell ,
(2.9)

with

x = 2 d q0i ζi [zi(1 + zi)]
−1

and ζi = 1 + ∆Ei/Ei. Here, zi is the parameter which accounts for the energy-loss

effects, d is the half-distance between the collision partners at closest approach, q0i is

9



Figure 2.2. Al K-shell ionization cross sections by He+2 bombardment. A comparison of

PWBA result with experimental data (Richard et al. 1973).
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the approximate minimum momentum transfer, and εn(πx) is the exponential integral

(Abramowitz and Stegun 1965).

With the inclusion of binding, polarization, and Coulomb deflection effects, a

significant improvement in the accuracy of the calculated ion impact ionization cross

sections is achieved. As shown in Fig. 2.3, the calculated cross sections agree very well

with the experimental data over a wider range of projectile energies.

2.2.2. Ionization Probability Model

The ionization cross section, σi, can be expressed as the integral of the probability,

Pi(b), for single ionization from a shell with Ni electrons, over the impact parameter b

σi(E1) = Ni

∫ R

0
2πbPi(E1, b)db. (2.10)

Here R is the distance at which P (E1, b) goes to zero. It has been suggested by Kessel

and Rudd (1970) that P (E1, b) can be represented by a step function of the form:

P (E1, b)

{ � P̄i(E1), b < R,

= 0, b > R.
(2.11)

Substituting into Eq. (2.10), we have:

P̄i(E1) =
σi(E1)/Ni

πR2
. (2.12)

To deduce average ionization probability, P̄i, from the corresponding ionization cross

section, it is critical to have a reasonable estimate for R2. This has been taken as twice

the RMS radius of the i subshell (McGuire and Richard 1973; Hopkins et al. 1973); i.e.,

R2 = 2〈r2
i 〉 . (2.13)

This procedure has been shown to produce good agreement with experimental data for P̄i

in cases involving light projectiles (McGuire and Richard 1973). However, fundamental

difficulties arise with the theory for higher-Z1 projectiles or very low Z2 targets. It

is apparent that taking R to be independent of the projectile is not always adequate.

For different ion-atom collision systems R should be different. If we consider R as an

effective interaction radius within which the electrons in the ith shell can interact with

the projectile, it can be expected that this effective interaction radius will be larger as

the nuclear charge of projectile increases. From the point of view of polarization, R

11



Figure 2.3. Al K-shell ionization cross sections by He+2 bombardment. A comparison of

MICPSSR results with experimental data.
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should increase as Z1/Z2 or vi/v1 increase. In accordance with our numerical tests, we

have found that the following empirical expression for R leads to much better overall

agreement with experimental data for a wide range of projectile energies and projectile-

target combinations:

R2 = 2

√
22Z1

Z2

√
vi

v1

〈r2
i 〉 . (2.14)

Here, the numerical factor 22 is the atomic number of Ti. Hopkins et al. (1973) found

that good agreement with experimental data for P̄L was achieved in applying Eq. (2.13)

for the collision system of p + Ti with vi/v1 ≈ 1. Hence we have taken Z2/Z1 = 22 as a

reference.

2.2.3. Multiple Ionization Cross Sections

Assuming that the electrons of the target atom are mutually independent, the

cross section for simultaneous production of one K-shell and i 2s-shell and j 2p-shell

vacancies can be expressed as (McGuire and Richard 1973):

σI
K,ij = NK

∫ RK

0
2πbPK(b)Pij(b)db , (2.15)

where PK(b) and Pij(b) are the probabilities for single K-shell and multiple L-shell

ionization, respectively. The total number of the L-shell vacancies produced is i+ j = m.

RK is the distance at which PK(b) goes to zero. It has been shown (Hansteen and

Hosebekk 1972; Watson et al. 1983) that a binomial distribution can be used to describe

the probability of multiple ionizations in target atoms. For the L shell, we have:

Pij(b) = Ci
2[P2s(b)]

i[1 − P2s(b)]
2−iCj

6[P2p(b)]
j [1 − P2p(b)]

6−j , (2.16)

where P2s(b) and P2p(b) are the probabilities of single ionization from the 2s and 2p shells,

respectively, for an impact parameter b. The quantities Cn
m are binomial coefficients.

It is assumed that over the region of b ≤ RK , where PK(b) is nonzero, the

probabilities P2s(b) and P2p(b) are flat. This is a reasonable assumption because

RK � R2s, R2p. We then have

σI
K,ij = NKPij(0)

∫ Rk

0
2πbPK(b)db

� Pij(0)σI
K . (2.17)

Thus, the multiple ionization cross section for K1Lm is simply reduced to the product

of the single K-shell ionization cross section and the zero impact parameter ionization

13



probability. Both the single ionization cross section and the zero impact parameter

ionization probability can be evaluated using the procedures discussed in previous

sections.

2.3. MICPSSR Benchmark Calculations

We have performed a series of benchmark calculations to test the multiple

ionization model described above. The primary purpose of the calculations was to assess

the accuracy of MICPSSR for single and multiple ionization cross sections.

Three sets of calculations of single ionization cross sections have been performed

and compared with experimental data (Datz et al. 1974; Hopkins et al. 1976). The

results are shown in Fig. 2.4 through Fig. 2.6. In these calculations, relativistic Hartree-

Fock wavefunctions were used for heavy target ions like Au. For the collision process of

F+9 → Ar, the inner-shell electron capture effects, i.e.,

F+9 + Ar (1s22s22p63s23p6) → F+8(1s1) + Ar+1 (1s12s22p63s23p6) ,

have been found to be important and were included in our calculations. It can be seen

that our calculations are in good agreement with the total single ionization cross sections

for a wide range of projectile energies and various projectile-target combinations.

In Table 2.1, the ionization probabilities of 2p electrons for various targets by

different projectiles are listed. Our calculated results are compared with experimental

data (Kauffman et al. 1973) and results of the binary-encounter approximation (BEA)

and semi-classical-approximation (SCA) models (Hansteen and Hosebekk 1972). It is

clear that our results give better agreement with the experimental data than those of

BEA and SCA methods. The accuracy of L-shell ionization probabilities is very critical

for the prediction of multiple ionization cross sections of type K1Lm. A small error

in PL(0) is greatly magnified when computing cross sections for which many electrons

are ejected. We believe that our preditions of subshell ionization probabilities (i.e., the

single ejection probabilities) for light ion encounters with intermediate-Z targets should

be accurate to a few tens of percent.

Using the calculated single K-shell ionization cross sections and L-shell ionization

probabilities, the cross sections for multiple ionization processes of type K1Lm are readily

obtained from Eq. (2.16). Figure 2.7 compare calculated and experimental multiple

ionization cross sections for He+2 on a cold Al target as a function of the projectile

energy. It can be seen that the calculated results compare quite well with experiment.

14



Figure 2.4. Al K-shell ionization cross sections by proton bombardment. A comparison

of MICPSSR results with experimental data.
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Figure 2.5. Au L-shell ionization cross sections by proton bombardment. A comparison

of MICPSSR results with experimental data.
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Figure 2.6. Ar K-shell ionization cross sections by F+9 bombardment. A comparison of

MICPSSR results with experimental data.
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Table 2.1. Comparison of Experimental and Calculated PL(0)

Element Experiment Calculation BEA SCA

(0.8 MeV Proton)

Ca 0.012 0.012 0.013 0.019
Sc 0.011 0.011 0.011 0.021

Ti 0.0093 0.0093 0.0093 0.0203
V 0.0054 0.0070 0.0079 0.0195

Cr 0.0040 0.0061 0.0067 0.0193
Mn 0.0028 0.0033 0.0057 0.0189

(3.2 MeV α Particle)

Al 0.13 0.12 0.15 —

Ca 0.044 0.039 0.054 0.0795
Sc 0.038 0.033 0.044 0.084

Ti 0.031 0.027 0.037 0.081

V 0.025 0.023 0.030 0.078
Cr 0.018 0.019 0.027 0.077

Mn 0.010 0.016 0.023 0.076

(30 MeV O+5)

Al 0.033 0.06 0.13 —
Ca 0.29 0.30 0.92 0.44

Sc 0.28 0.27 0.80 0.53
Ti 0.27 0.25 0.72 0.52

V 0.25 0.23 0.63 0.54
Cr 0.24 0.21 0.56 0.55

Mn 0.23 0.20 0.49 0.54

18



Figure 2.7. Al inner-shell multiple ionization cross sections by He+2 bombardment. A

comparison of MICPSSR results with experimental data.
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K1L0 represents the single K-shell ionization process, K1L1 represents the ionization of

one K-shell electron and one L-shell electron, K1L2 represents the ionization of one K-

shell electron and two L-shell electrons, and so forth. In Fig. 2.8, the BEA cross sections

calculated by J.H. McGuire (1973) are compared with experimental data. It is apparent

that our calculated cross sections agree better with the experimental data than those of

BEA calculations. The theoretical curves from BEA calculations do not agree well with

the data, but they do span the same orders of magnitude and have the same approximate

shape.

2.4. Effects of Multiple Ionization in Al Targets Irradiated by Intense Li

Beams

Using MICPSSR we have performed calculations for the recent Li beam-Al target

experiments on PBFA-II. The results are meant to give some feeling for how multiple

ionization events might have influenced the observed Kα spectra. The relative intensities

of different satellite lines in the figures shown in this section are weighted by the ionization

cross sections and the corresponding fluoresence yields, namely

I(Lm : a → b) = σK1Lm ω(a → b). (2.18)

Hence the influence of multiple ionization is present in the relative intensities of the stick

spectra shown below. It should be mentioned that the line positions in the figures are

not accurate because only configuration-averaged atomic levels are considered in these

calculations. The symbol Lm refers to configurations with m vacancies in the L-shell.

Figures 2.9 through 2.11 show the influence of various effects on multiple

ionization. These effects are: (1) target ionization state, (2) projectile charge state,

and (3) projectile energy.

For the Li beam-irradiated Al targets in recent PBFA-II experiments, the lower

ionization stages of Al quickly disappear as the plasma temperature increases. The

strongest lines from higher ionization state Al, i.e., from Ne- through He-like Al, come

from electronic configurations of the type 1s12sr2pt. It is suspected that multiple

ionization processes may be less important for the higher ionization stages of Al because

the binding energy increases. In order to study the dependence of multiple ionization

processes on target ionization states, we have calculated Kα stick spectra for Al I-Al XI

with line intensities defined by Eq. (2.18). The calculated results are shown in Fig. 2.9.

For Al I-IV, the predominant peak occurs at L1 or L2; that is, a K-shell ejection plus 1 or

20



Figure 2.8. Al inner-shell multiple ionization cross sections by He+2 bombardment. A

comparison of BEA results with experimental data.
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Figure 2.9. Inner-shell multiple ionization cross sections of Al I-Al IX (B-like) by Li+3

bombardment calculated using MICPSSR.
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2 L-shell ejections. For O- and C-like Al, the single K-shell ejection at L2 (O-like ground

configuration) and L4 (C-like ground configuration) dominates. The multiple ionization

processes become less important as target ionization state increases. However, even for

B-like ions (with ground electronic configuration 1s22s22p1) multiple ionization effects

cannot be totally discounted.

Figure 2.10 shows the dependence of multiple ionization on the projectile charge

state. In these calculations, we have assumed that the nuclear charge of the projectile

is completely screened by the bound electrons. This assumption may not be adequate

because the screening of the bound electron to the nucleus is never complete. However,

the trend is qualitatively correct; i.e., multiple ionization becomes more important as the

projectile charge state increases. Figure 2.11 shows the sensitivity to the beam energy.

For the energy range of interest the relative importance of multiple ionization decreases as

the energy increases. This effect was also noted by Watson et al. (1983) for Ne “targets”.

To conclude, multiple ionization processes become less important for: (1) more

energetic beams, (2) lower charged projectiles, and (3) more highly ionized target atoms.

23



Figure 2.10. Inner-shell multiple ionization cross sections of Ne-like Al by Li+3, Li+2,
Li+1 bombardment.
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Figure 2.11. Inner-shell multiple ionization cross sections of Ne-like Al by Li+3

bombardment (Eprojectile = 5 MeV, 9 MeV, and 15 MeV).
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Section III

Term-Dependent K-Shell Auger Rates and
Fluorescence Yields for Aluminum Ions

3.1. Introduction

Term-dependent K-shell Auger transition rates, radiative transition rates, and

fluorescence yields in aluminum ions with electronic configurations of type 1s12sq2pr3lt

have been calculated using a Hartree-Fock model. Eleven aluminum ions from Mg-like

to He-like were considered.

Accurate K-shell Auger rates, radiative rates, and fluorescence yields are critical

for the interpretation of observed Kα satellite spectra. It has been shown (McGuire

1974) that for an ion with an inner-shell hole and a partially filled outer shell, the

Auger and radiative decay rates and the fluorescence yield of the autoionizing state can

differ by orders of magnitude among various LS terms of a given initial hole electronic

configuration. In the case of multiply ionized ions, for which experimental data is

often not available, theoretical calculations are essential. Some calculations of term-

dependent Auger and radiative rates and fluorescence yields for intermediate-Z ions have

been carried out previously (Chen et al. 1981; Bhalla 1975; Chen and Crasemann 1975;

Combet Farnoux 1985). However, to our knowledge no systematic calculations have

been performed for aluminum ions with electronic configurations of the general type

1s12sq2pr3lt (q ≥ 0, r ≥ 1, and t ≥ 0). Here we report on calculations of term-

dependent K-shell Auger and radiative rates and fluorescence yields for all terms of

electronic configurations of type 1s12sq2pr3lt of aluminum ions from Al II to Al XII.

3.2. Theoretical Approach

The Auger rate for the transition from an initial state, i, with a 1s hole to the

final state, f , is based on the following formulations (Cowan 1981):

ΓA(γi, 1s, εl4, L
′S ′ → γf , n1l1, n2l2, LS) = 2π

∑ | < i|1/r12|f > |2 (3.1)

and

< i|1/r12|f >=
∑
k

xkR
k(1s, εl4; n1l1, n2l2|r), (3.2)

where ΓA is Auger rate in atomic units, the transition (1s, εl) → (n1l1, n2l2) refers to the

exchange of holes between initial and final states, xk is a coefficient related to the angular
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momentum coupling and can be expressed with 3j and 6j symbols, and the Rk(r) are

radial integrals defined as follows:

Rk(l1l2l3l4) =
∫ ∞

0

∫ ∞

0

rk
<

rk+1
>

P ∗
n1l1(ri)P

∗
n2l2(rj)Pn3l3(ri)Pεl4(rj)dridrj. (3.3)

Radial wavefunctions Pnl(r) were calculated by solving the Hartree-Fock equations. The

continuum wavefunction Pεl(r) is normalized to δ(ε − ε′).

The radiative transition probability for an electric dipole allowed transition i → f

is given by

ΓR(γi, nili, LiSi → γf , nf lf , LfSf ) =
4∆E3α3

3(2L + 1)
| < γi, LiSi||T (1)||γf , LfSf > |2 . (3.4)

Here, ΓR is the radiative transition rate in atomic units, ∆E is transition energy in 2Ry,

α is the fine structure constant, and < i||T (1)||f > is the reduced matrix element:

| < γiLiSi||T (1)||γfLfSf > |2 = S̄(γiLiSi − γfLfSf)l>|
∫ ∞

0
Pnili(r)Pnf lf (r)rdr|2. (3.5)

The reduced multiplet strength S̄ in Eq. (3.5) is an angular factor which depends on

the transition type. A general formula for the evaluation of S̄ under LS coupling

representation is given in Cowan (1981).

LS term-dependent fluorescence yields, ω(LS), were calculated using the following

definition:

ω(γLS) =

∑
f ΓR(γLS → γfLfSf )∑

f ΓR(γLS → γfLfSf ) +
∑

f ΓA(LγS → γfLfSf)
. (3.6)

We have also calculated effective fluorescence yield for each configuration, which is given

by:

ω̄(γ) =

∑
L,S(2L + 1)(2S + 1)ω(γLS)∑

L,S(2L + 1)(2S + 1)
. (3.7)

3.3. Results and Discussion

We have calculated term-dependent K-shell Auger and radiative transition

rates and fluorescence yields for aluminum ions with electronic configurations of type

1s12sq2pr3lt (q ≥ 0, r ≥ 1, and t ≥ 0). Some of our calculated results are listed

in Table 3.1 and compared with the theoretical results of Combet Farnoux (1985). It

can be seen that two sets of data are in good agreement. We have also compared our
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calculated results with other available theoretical results (Bhalla 1975; Chen et al. 1981),

and good agreement is generally found except for the terms for which Auger or radiative

decay channels are closed in LS coupling. It is important to note that some of the closed

Auger or radiative decay channels in LS-coupling can be open channels in intermediate

coupling. In such cases the pure LS coupling is not valid and the states should be

expressed in intermediate coupling. In Table 3.2 we list partial Auger rates, radiative

decay rates, term-dependent fluorescence yields, and effective configuration fluorescence

yields for all terms of electronic configurations of type 1s12sq2pr. These configurations

are believed to be the most important contributors to the Al Kα spectra measured in

recent PBFA-II experiments. It should be noted that the values of the fluorescence yield

depend sensitively on the multiplicity (2S + 1) and the orbital angular momentum value

(L) of a term for a specific electronic configuration. For the data listed in Table 3.2, the

Auger rates or radiative decay rates are zero for the terms with closed Auger or radiative

decay channels in LS coupling. For the light elements like aluminum, these rates may be

non-zero, but typically have values three or four orders of magnitude smaller than those

of open channels.
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Table 3.1. Term-dependent Auger, Radiative Transition Rates and Fluores-
cence Yields for 1s1 2s2 2pr of Al

Auger Radiative ωK(LS)
Configuration LS Rate∗ Rate∗ ωK(LS) (Combet Farnoux)

1s1 2s2 2p6 2S 130.05 6.26 0.0459 0.0462

1s1 2s2 2p5 1P 103.99 8.95 0.0793 0.0814
3P 113.67 4.53 0.0383 0.0393

1s1 2s2 2p4 2S 89.50 4.88 0.0517 0.0543
2P 73.16 9.63 0.1164 0.1258
4P 88.71 2.46 0.0270 0.0290
2D 102.48 4.86 0.0453 0.0475

1s1 2s2 2p3 3S 31.53 10.37 0.2474 0.3152
5S 52.36 0.0 0.0 0.0
1P 59.80 7.77 0.1149 0.1283
3P 71.38 2.65 0.03578 0.0397
1D 69.10 12.59 0.1541 0.1112
3D 81.21 2.63 0.0314 0.0347

1s1 2s2 2p2 2S 48.55 2.836 0.05518 0.0654
2P 27.51 8.309 0.2320 0.308
4P 45.25 0.0 0.0 0.0
2D 64.48 2.815 0.04184 0.0482

∗In multiples of 10−4 a.u., 1 a.u. = 4.134 × 1016 s−1
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Table 3.2.
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Section IV

Analysis of Al Kα Spectra Obtained in
PBFA-II Lithium Beam Experiments

In recent experiments on PBFA-II, thin planar targets composed of Au and Al

were irradiated with intense Li beams. X-ray line emission was detected from Au M-

shell and Al Kα lines. One of the objectives of the experiments was to determine

whether the observed Kα line radiation was consistent with beam power densities deduced

from beam diagnostic measurements. In our analysis of the Al Kα spectrum, we

performed CRE calculations to determine Li ion beam-induced Kα line emission using

time-dependent temperature and density distributions predicted from SNL radiation-

hydrodynamic simulations. Atomic physics calculations were performed to provide a

comprehensive database for energy levels, collisional and radiative rate coefficients, beam-

induced ionization cross sections, Auger rates, and fluorescence yields.

The models used for the Li/Al analysis were in many respects similar to our

analysis of proton beam-induced Kα line emission from Al. Details of the latter have

been published elsewhere (MacFarlane et al. 1993; Wang et al. 1993; see also Appendices

A and B). Major improvements in regards to the CRE and atomic physics modeling are

as follows:

1. Multiple ionization effects, which arise because of the higher charge of the Li

projectile, are included. Ion impact ionization cross sections were computed using

the model described in Section II. Multiple ionization processes are included in the

statistical equilibrium equations as direct transitions between atomic states of non-

adjacent ionization stages; i.e., all charge states are coupled together. Ion-impact

ionization out of excited states (non-autoionizing levels with M-shell spectator

electrons) is also considered.

2. Term-dependent Auger rates and fluorescence yields were computed for all Al ions.

This was done because of the significant variations found in fluorescence yields

between atomic levels (see Section III; Combet Farnoux 1987), and because of its

importance in computing spectral line intensities.

3. Complete collisional coupling for He-like and Li-like ions is included in atomic

models for Al and Mg. This was found to be necessary because the collisional
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depopulation of metastable states can significantly affect predicted line intensities.

For example, the collisional depopulation of the He-like 1s1 2p1 3P state into the

1s1 2p1 1P state results in a significant increase in the He-α line intensity (Duston

and Davis 1980). Collisional rate coefficients were computed using a distorted wave

(DW) model.

In the recent PBFA-II experiments, planar targets composed of 2000 Å-thick Al

and 5600 Å-thick Au were irradiated by a 8 - 10 MeV, 2 - 3 TW/cm2 Li-beam. The

Al and Au layers were sandwiched between 1400 Å-thick CH tampers. A schematic

illustration of the target geometry is shown in Fig. 4.1.

X-ray line emission was observed using an elliptical crystal spectrometer with

a resolution of λ/∆λ ≈ 1500 (Bailey et al. 1990). The measured spectra were time-

integrated. Figure 4.2 shows the Al Kα satellite spectra observed from Shots 5881

and 5851. Kα satellites are seen for He-like Al (λ = 7.76 Å) down through cold Al

(λ = 8.34 Å). Roughly speaking, each major peak corresponds to a different ionization

stage of Al, but with Al I-IV unresolved. Considerable structure is evident within each

of these major features.

To analyze this time-integrated spectrum, we have used the results of 1-D

radiation-hydrodynamic simulations performed at Sandia (Dukart and Mehlhorn 1993)

to provide time-dependent temperature and density distributions for the Al region.

Radiation-hydrodynamic results were provided for two beam power densities: 1 TW/cm2

and 3 TW/cm2. Results are shown in Figs. 4.3 and 4.4 for the low and high power density

cases, respectively. The different curves correspond to simulation times, in 2 ns intervals,

ranging from 12 to 38 ns. Note that the peak temperature is about 39 eV and 26 eV in

the 3 and 1 TW/cm2 cases, respectively. In each case the densities have fallen to roughly

10−3 of their solid density value by the time the temperature reaches its peak value.

CRE calculations were performed for each of the simulation times for both the high

and low power density cases. The Al atomic models for the CRE calculations consisted

of just over 1000 atomic levels distributed over all 14 Al ionization stages. Roughly 600

of these were autoionizing levels. The level energies were determined from configuration

interaction (CI) calculations. Collisional (electron impact) and radiative rate coefficients

were computed using methods described elsewhere (see Appendix A). Multiple ionization

cross sections were calculated using the model described in Section II. To compute the

corresponding ion impact ionization rate coefficients, we used the same time-dependent Li
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Figure 4.1. Schematic illustration of target geometry in PBFA-II experiment.
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Figure 4.2. Measured Al Kα spectra from Shots 5881 and 5851.
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Figure 4.3. Temperature and density distributions from radiation-hydrodynamic
simulations for a 1 TW/cm2 Li beam. The results are given in 2 ns intervals

from 12 to 38 ns.
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Figure 4.4. Same as Fig. 4.3, but for a 3 TW/cm2 Li beam.
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beam properties as those used in the radiation-hydrodynamic simulations. Atomic level

populations and line intensities were computed using term-dependent Auger rates and

fluorescence yields. Because the strongest lines tend to be optically thick, photoexcitation

(resonance self-absorption) effects were computed using an escape probability radiative

transfer model (MacFarlane et al. 1990, 1991).

Figure 4.5 shows time-dependent spectra from the CRE calculations for the

3 TW/cm2 case. At 12 ns, several satellites are predicted to exhibit intensities of

comparable magnitude to the cold Al Kα line (at λ = 8.34 Å). This results from the

ejection of multiple inner shell electrons during a collision with the Li3+ beam. As

discussed in Section II, multiple ionization processes tend to be of greater importance for

the lower ionization stages of Al.

As the plasma temperature increases, satellites at shorter wavelengths appear.

(Note the change in scale between simulation times.) Relatively little emission, however,

is predicted at wavelengths shortward of 8.0 Å until a simulation time of 22 ns, at which

point the plasma temperature is approximately 30 eV. The dominant ionization stages

at this time are C-like and N-like Al. The Be-like autoionizing levels are primarily

populated either by B-like Al via the ionization of a single K-shell electron, or by C-like

Al via the simultaneous ejection of one K-shell and one L-shell electron. Our calculation

for the plasma conditions at t = 22 ns indicates that the Be-like autoionizing states

in the 1s1 2s1 2p2 configuration are roughly 3 times more likely to originate from B-like

Al as opposed to C-like Al. Thus, even though C-like Al is predicted to be roughly 5

times more abundant than B-like Al, single ionization processes can still be an important

populating mechanism for some of the levels of these relatively high ionization stages.

The peak temperature occurs at 26 ns in the radiation-hydrodynamic simulation.

The CRE calculations indicate the intensities of He-like (λ = 7.76 Å) through B-like

(λ � 8.02 Å) Al are the greatest at this time. The excited states of the He-like ion are

populated at about the same rate by the beam impact ionization of Be-like and B-like Al.

Even though the single ionization cross sections for these stages are higher than those

for multiple ionization (see Section II), the rate for ionization from Li-like Al (a single

ionization process) is lower because its ionization fraction is low (∼ 10−4). C-like and

B-like Al are the most abundant ionization stages at this time.

Figure 4.6 compares the computed time-integrated spectrum for the 3 TW/cm2

case with the observed spectrum from Shots 5881 and 5851. The calculated spectrum
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Figure 4.5. Calculated Al Kα spectra using temperature and density distributions from
a radiation-hydrodynamics calculation with a 3 TW/cm2 Li beam.
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was obtained by summing the results from 12 to 38 ns and smoothing the spectrum

with a 1 eV (5.5 mÅ) FWHM Gaussian to account for instrumental broadening. The

computed spectrum is seen to be quite similar to the observed spectrum in several

respects. Firstly, the predicted wavelengths of the peak intensities for each of the satellites

is reasonably consistent with the data, with the discrepancies being <∼ 0.01 − 0.02 Å.

(In these preliminary calculations, the calculated wavelengths may be slightly blue-

shifted because the effect of correlation interactions may have been underestimated.)

Secondly, the computed structure within each satellite compares well with the observed

spectrum. And thirdly, the relative intensity of each of the satellites is in good general

agreement. The calculated Be-like intensity between 7.9 and 8.0 Å is somewhat higher

than observation when compared with the lower ionization satellites, but the overall

agreement is quite good for this 3 TW/cm2 case.

By comparison, the time-integrated spectrum computed using the radiation-

hydrodynamic results from the 1 TW/cm2 simulations is in rather poor agreement with

the observed spectrum. This is seen in Fig. 4.7, where the 3 TW/cm2 results (middle

spectrum) are compared with the 1 TW/cm2 results (top). For the 1 TW/cm2 case, the

peak intensities are predicted to come from C-like, N-like, and O-like Al. Note that very

little emission is expected from the He-like through Be-like Al Kα lines, whose satellites

are clearly detected in Shots 5881 and 5851.

The higher satellites do not appear in the 1 TW/cm2 case because the peak

temperature in the radiation-hydrodynamic simulations is predicted to be only about

26 eV. The CRE calculations predict the dominant ionization stage to reach only as high

as N-like Al. Thus, the combined CRE/hydrodynamics analysis results in much better

agreement with the observed spectrum when the beam power density is 3 TW/cm2.

A third series of CRE calculations was run to determine the sensitivity of the

Kα spectrum to plasmas with higher temperatures. In this series, we assumed the same

beam parameters and plasma density distributions as in the 3 TW/cm2 case, but the

plasma temperatures were assumed to be 20% higher. The peak temperature in the

series was 47 eV. The resulting time-integrated spectrum is shown at the bottom of

Fig. 4.7. The highest intensities in this case are from Li-like and Be-like lines, which is

not consistent with the observation. It is, however, interesting to note that the relative

strengths of the 2 Li-like lines near 7.85 Å shifts toward the longer wavelength line

(λ = 7.855 Å results from 1s1 2p2 2P → 1s2 2p1 2P , while λ = 7.846 Å results from

1s1 2s1 2p1 2P → 1s2 2s1 2S), as the temperature increases (see Section V for more details
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Figure 4.6. Comparison of observed Kα spectrum from Shots 5881 and 5851 (top) with
the calculated time-integrated spectrum for the case with a 3 TW/cm2 Li

beam (bottom).
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Figure 4.7. Calculated time-integrated Al Kα spectrum for: (top) 1 TW/cm2 case;

(middle) 3 TW/cm2 case; (bottom) same as middle, but with plasma
temperatures increased by 20%.
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on using line ratios as diagnostics). By comparison, the ratio (λ 7.855/λ 7.846) observed

in Shot 5881 is somewhat lower than that seen in the bottom spectrum of Fig. 4.7, but

somewhat higher than seen in the middle spectrum. This suggests the peak temperature

in the experiment was somewhere between those of these 2 cases; i.e., between 39 and

47 eV.

Figure 4.8 show the energy levels involved in producing the strongest Kα lines in

our calculations. The spectral fluxes are from calculations for different simulation times

of the hydrodynamics calculation for the 3 TW/cm2 case. Except when the plasma is

at relatively low temperatures (t < 16 ns) the strongest lines are those without M-shell

spectator electrons.

Figure 4.9 shows the frequency-dependent optical depth corresponding to the

simulation time of 26 ns; i.e., the time at which the maximum temperature occurs.

Note that all lines shortward of 7.9 Å have line center optical depths of <∼ 10−1. In

fact the He-like line at 7.76 Å has an optical depth of only 0.02. Thus, if the diagnostic

region was, say, 5 times thicker, the intensities of the He-like and Li-like lines would have

been approximately 5 times more intense. The trade-off of course is that the Be-like

and B-like lines would become even more optically thick, a complexity one would like

to avoid when interpreting spectra. However, if one is interested in using the highest

observed ionization stages as a diagnostic, a thicker diagnostic layer could be used (say,

up to 1 µm) and still avoid major problems associated with resonance self absorption.

To conclude, the combined CRE/radiation-hydrodynamics analysis is consistent

with a beam power density of about 3 TW/cm2. The 1 TW/cm2 case clearly does not

produce high enough ionization to be consistent with the Kα spectrum of Shots 5881 and

5851. In fact, this preliminary analysis suggests the maximum temperature obtained in

the experiment may have been slightly higher (perhaps 10%) than the 39 eV predicted

from the 3 TW/cm2 radiation-hydrodynamics calculation.
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Figure 4.8(a). Identification of strongest lines occurring in the 3 TW/cm2 calculation
series.
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Figure 4.8(b). Identification of strongest lines occurring in the 3 TW/cm2 calculation

series.
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Figure 4.8(c). Identification of strongest lines occurring in the 3 TW/cm2 calculation

series.
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Figure 4.8(d). Identification of strongest lines occurring in the 3 TW/cm2 calculation

series.
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Figure 4.8(e). Identification of strongest lines occurring in the 3 TW/cm2 calculation

series.
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Figure 4.9. Frequency-dependent optical depth in the Kα satellite spectral region.

The plasma conditions are those predicted by the 3 TW/cm2 radiation-
hydrodynamics simulations at the time of maximum temperature (t = 26 ns).

48



Section V

Diagnosing Conditions in Lithium Beam-Heated
Plasmas from Al and Mg Kα Line Ratios

In this section, we examine the potential of using line ratios from Al and Mg

Kα lines as a means of diagnosing plasma conditions in targets irradiated by intense Li

beams. We have looked in particular at using the Li-like and He-like lines of Al because:

(1) they have recently been observed in PBFA-II target experiments, and (2) the atomic

physics modeling is simpler for these relatively few electron systems. In the calculations

performed to date, we assumed the Al (or Mg) diagnostic layers to be optically thin and

of uniform temperature and density. The temperatures ranged from 30 to 70 eV, while

the ion densities were varied between 1018 and 1022 cm3.

Before describing the line ratio results, let us first compare line intensities between

Al and Mg. Figure 5.1 shows calculated spectra for thin Al and Mg targets at T = 40 eV

and n = 1020 cm3. The foil thicknesses and beam properties were identical for each

calculation (a 9 MeV Li3+ beam was assumed). For Al the Be-like and Li-like Kα lines

are strongest, while the Li-like and He-like lines are strongest for Mg. Table 5.1 shows

the calculated wavelengths and upper and lower energy levels for the He-like and Li-like

lines. Note that the strongest lines for Mg have peak intensities which are about a factor

of 4 to 5 higher than for Al at the same plasma conditions. This results from: (1) the

fluorescence yields for the He-like and Li-like ions are greater (for He-like, Y = 1); and

(2) the He-like and Li-like ions are simpler and the photons resulting from beam-induced

transitions are “funneled” through fewer Kα lines, thus making individual lines more

intense. In fact, the He-like line (1s1 2p1 1P → 1s2 1S) can be considerably stronger than

those of lower ionization stages. This is shown in Fig. 5.2 where calculated Mg spectra

are shown as a function of temperature. Note the change in scales for each temperature.

For these optically thin plasmas the peak intensity for the He-like feature at 60 eV is

about a factor of 11 greater than the Be-like line intensities which dominate at 30 eV.

The above results may have implications for diagnosing target plasma conditions.

If two moderate-Z tracer layers were used in target experiments, the additional spectral

information could be used to more accurately deduce target plasma temperatures and

densities (Bailey 1993). For example, the peak temperature determined from analysis of

the Al Kα spectrum in the recent PBFA-II lithium beam experiments was about 40 eV

(see Section IV). If the Al layer was mixed with a similar amount of Mg, Fig. 5.1 shows
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Figure 5.1. Calculated Kα spectra for optically thin Al and Mg diagnostic layers at

T = 40 eV and n = 1020 cm−3.

50



Figure 5.2. Dependence of Mg Kα spectrum on temperature for thin Mg layers at

n = 1020 cm3. Note the strength of the He-like features increase significantly
with temperature.
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Table 5.1. Prominent He-like and Li-like Kα Lines for Al and Mg

Al Lines
Line λ (calc.)

Number Ion Upper Level Lower Level (A)

1 He-like Al 1s 2p 1P 1s2 1S 7.756

2 He-like Al 1s 2p 3P 1s2 1S 7.803
3 Li-like Al 1s 2s 2p 2P (2) 1s2 2s 2S 7.807

4 Li-like Al 1s 2p2 2S 1s2 2p 2P 7.820
5 Li-like Al 1s 2s 2p 2P 1s2 2s 2S 7.846

6 Li-like Al 1s 2p2 2P 1s2 2p 2P 7.855
7 Li-like Al 1s 2p2 2D 1s2 2p 2P 7.868

8 Be-like Al 1s 2s 2p2 3P (2) 1s2 2s 2p 3P 7.873
9 Be-like Al 1s 2s 2p2 3S 1s2 2s 2p 3P 7.895

Mg Lines
Line λ (calc.)

Number Ion Upper Level Lower Level (A)

1 He-like Mg 1s 2p 1P 1s2 1S 9.168

2 He-like Mg 1s 2p 3P 1s2 1S 9.228
3 Li-like Mg 1s 2s 2p 2P (2) 1s2 2s 2S 9.232

4 Li-like Mg 1s 2p2 2S 1s2 2p 2P 9.250
5 Li-like Mg 1s 2s 2p 2P 1s2 2s 2S 9.283

6 Li-like Mg 1s 2p2 2P 1s2 2p 2P 9.295
7 Li-like Mg 1s 2p2 2D 1s2 2p 2P 9.311

8 Be-like Mg 1s 2s 2p2 3P (2) 1s2 2s 2p 3P 9.315
9 Be-like Mg 1s 2s 2p2 3S 1s2 2s 2p 3P 9.346
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that the Mg lines would have been a factor of a few more intense than the Al lines (because

it reached a higher ionization stage). Furthermore, the He-like line intensity increases

rapidly with temperature. So if the peak temperature reached, say, 50 eV instead of

40 eV, the He-like line intensity would have been even higher (by about a factor of 6).

Higher intensities are of course preferable because more and stronger lines can lead to a

more accurate determination of plasma conditions.

It is interesting to consider what would happen if the Al layer in the experiments

described in Section IV were replaced by a Mg layer of the same thickness. Using the

radiation-hydrodynamics results for the 3 TW/cm2 Li beam case (see Fig. 4.4) we have

computed a time-integrated Mg Kα satellite spectrum. The results are shown in Fig. 5.3

(bottom) and compared with the Al results (top). Also shown as dashed curves in Fig. 5.3

are the spectra computed using plasma temperatures which were 20% higher than those

predicted by the 3 TW/cm2 radiation-hydrodynamics calculations. Note the difference in

the magnitude of the intensities for the Al and Mg calculations. For the T = Thydro case,

the He-like (λ = 9.17 Å) and Li-like (λ = 9.2-9.3 Å) Mg lines are typically a factor of

about 4 greater than the strongest Al lines. It is also seen that the Mg He-like line is quite

sensitive to the temperature, with its peak increasing by about an order of magnitude for

the T = 1.2 Thydro case. (Recall that these results include opacity effects.) Thus, a Mg

tracer layer could also be used to either provide additional diagnostic constraints for the

same region (if it were mixed with Al), or perhaps diagnostic information on a separate

region of the target.

In principal, the target plasma density and temperature can be determined by

examining individual line ratios from time-resolved spectral measurements. To study

this possibility for Li beam experiments on PBFA-II, we have computed line ratios for

several He-like and Li-like lines of Al and Mg. The results for Al are shown in Fig. 5.4,

while those for Mg are shown in 5.5. The temperature and density-dependence for each

line ratio is shown. The lines are identified by indices at the top of each plot, where

the line indices are defined in Table 5.1. For example, “2-1” is the ratio of the He-

like intercombination line (1s1 2p1 3P → 1s2 1S) intensity to the He-like resonance line

(1s1 2p1 1P → 1s2 1S) intensity. (Some term symbols are labeled as “2P (2)”; this is just

our system of identifying levels which can have identical term symbols because of multiple

open shells.) The particular choice of Be-like lines was made based on wavelength — i.e.,

potential “contamination” of Li-like lines — as opposed to line strength.
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Figure 5.3. Calculated time-integrated Kα satellite spectra for Al (top) and Mg (bottom)
using radiation-hydrodynamics results for 3 TW/cm2 Li beam simulation.

The dashed curves correspond to cases where the plasma temperatures

were 20% higher than those predicted by the radiation-hydrodynamics
calculations.
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Figure 5.4(a). Calculated line intensity ratios for Al. Line definitions are given in
Table 5.1.
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Figure 5.4(b). Calculated line intensity ratios for Al. Line definitions are given in

Table 5.1.
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Figure 5.4(c). Calculated line intensity ratios for Al. Line definitions are given in

Table 5.1.
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Figure 5.4(d). Calculated line intensity ratios for Al. Line definitions are given in

Table 5.1.
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Figure 5.4(e). Calculated line intensity ratios for Al. Line definitions are given in

Table 5.1.
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Figure 5.4(f). Calculated line intensity ratios for Al. Line definitions are given in

Table 5.1.
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Figure 5.4(g). Calculated line intensity ratios for Al. Line definitions are given in

Table 5.1.
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Figure 5.4(h). Calculated line intensity ratios for Al. Line definitions are given in

Table 5.1.
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Figure 5.4(i). Calculated line intensity ratios for Al. Line definitions are given in

Table 5.1.
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Figure 5.5(a). Calculated line intensity ratios for Mg. Line definitions are given in
Table 5.1.
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Figure 5.5(b). Calculated line intensity ratios for Mg. Line definitions are given in

Table 5.1.
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Figure 5.5(c). Calculated line intensity ratios for Mg. Line definitions are given in

Table 5.1.
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Figures 5.4 and 5.5 show some potentially useful density diagnostics; in particular

the 5/3 and 7/6 Li-like ratios. The He-like intercombination-to-resonance line ratio could

be used in principal, but it seems unlikely that the intercombination line would be strong

enough in PBFA-II experiments to be useful. Note that lines 5 and 6 for Al correspond

to the two features observed at about 7.85 Å in the recent experiments. The intensities

for line 3 (λ = 7.868 Å) were probably slightly too low to be observed in previous

experiments, but may be observed in future experiments.

The reason for the density dependence of the 7/6 ratio is that the populating

mechanism for the autoionizing levels (1s1 2p2 2P and 1s1 2p2 2D) changes from being

dominated by direct beam impact ionization at low densities, to be dominated by electron

impact excitation from lower autoionizing levels at higher densities. The former is

independent of the electron density while the latter is proportional to it.

The results to date should be considered preliminary. We anticipate looking in

more detail at potential target plasma diagnostics in the coming year.
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