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COMPUTER SIMULATION OF ION BEAM MIXING
Seunghee Han

Under the supervision of Professor Gerald L. Kulcinski

A highly optimized dynamic Monte Carlo program TAMIX has been de-
veloped on Cray to simulate the complicated nature of the ion beam mixing
process. In addition to the collisional features, some of the diffusional pro-
cesses (radiation-enhanced diffusion and radiation-induced segregation) are
taken into account in TAMIX for high-temperature irradiation applications.

TAMIX can be run in three modes, i.e. static, collisional-dynamic, and
collisional-diffusional-dynamic modes. One of the three run modes can be used
to effectively simulate a specific situation. With static mode, where the target
composition is assumed to remain unchanged, low-fluence ion and damage
distributions can be calculated. Also, the static sputtering properties of the
target can be studied with this mode. For a high ion fluence and low target
temperature, the collisional-dynamic mode can be invoked to investigate the
dynamic response of the target due to the collisional processes, suppressing the
diffusional processes. The preferential sputtering along with the altered layer
formation can be studied with this mode. If the target temperature is high, the
diffusional processes are activated in addition to the collisional process, which
can be simulated with the third mode, i.e. collisional-diffusional-dynamic
mode. The combined effect of the collisional and diffusional processes can be
investigated with this mode.

TAMIX has been applied extensively to a wide range of situations and
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the calculated results were compared to available experimental data, which
showed good agi'eement. Even the very complicated situation of co-deposition
during ion implé.nta.tion can be effectively simulated with TAMIX.

TAMIX is a highly optimized program in which a variance reduction
scheme is adopted to reduce the computation time. Also, TAMIX is a vec-
torized Monte Carlo prégra.m, which uses a completely different algorithm
from conventional ’history-based’ Monte Carlo codes. For a spultering cal-
culation, a speed advantage of as much as a factor of 20 has been achieved
with TAMIX compared to a similar Monte Carlo code for sputtering calcula-
tion TRIM.SP. In addition, various kinds of sophisticated models are used in
TAMIX to obtain both speed and accuracy. Examples include tabulation of
the scattering angles, energy-dependent mean free path for nuclear collisions,
a 'random surface model’ for sputtering, and concentration-dependent surface

binding energies.
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Chapter 1.

Introduction

1.1 Definition — What is ion beam mixing ?

In recent years, the use of ion beams for processing materials has received
new emphasis. One aspect of this interest has been the application of en-
ergetic heavy ion bombardment to induce materials interactions in thin-film
composite samples or previously ion-implanted solids. This processing tech-
nique which has come to be called ion beam mixing, has led to a variety
of materials alterations that cannot be achieved with normal equilibrium pro-
cessing techniques [1,2,3,4,5,6,7].

The ion beam mixing concept is illustrated in Fig. 1.1. If a thin film of
element A is deposited on a solid B and bombarded with an energetic ion
beam, a variety of complex interacting effects are initiated. Each ion slows
down through a series of collisions with the target atoms along its path. Some
of the ion energy is deposited in inelastic ionizing collisions and the rest in
elastic displacement collisions. In most of ion beam mixing experiments, the
ion beam parameters are chosen so that the energy deposited in displacement
damage has its maximum at the interface as illustrated in the figure. The
collision cascades initiated along the ion trajectory result in the displacement
of many atoms of both A and B and the creation of many mobile defects.

The various interactions mix the atoms and induce a materials interaction



Contributing Effects
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Figure 1.1: Schematic representation of ion beam mixing process

to result in a modified layer AmBn as denoted in Fig. 1.1. The degree of
mixing, the final material formed, etc., depend on the relative importance of
the contributing mechanisms.

The ion beam mixing is an alternative method to replace a high dose im-
plantation for the modification of solids. For the case of metals, it is necessary
to implant with a high dose (typically > 1017/cm?) in order to reach a con-
centration of foreign atoms sufficient to change the metallurgical properties
of solids(~ 10 atomic %). However, due to self-sputtering there is a limit
of concentration achievable by ion implantation [13]. Ion beam mixing of-
fers the possibility of overcoming this concentration limit and consequently
it may have more potential for application to the modification of materials.

Furthermore, it has been known that the atomic mixing accompanying sput-



tering events causes ultimate limits to the depth resolution attainable in sput-
ter profiling of composite targets [8,14]. The perturbations due to ion beam
mixing may also change the composition and distribution of species profiled.
Hence, it is necessary to take the mixing effects into account when sputtering
is used in profiling the multicomponent targets. Other applications of this
technique have revealed greatly enhanced adhesion between coating and sub-
strate materials even in non-reacting, immiscible system [15,16,17,18,19,20],
and increased corrosion resistance by producing amorphous passive films on

metal surface [21].

1.2 Mechanisms

Ion beam mixing is an all inclusive term which embraces some of the most
complex phenomena in ion-solid interactions and, thus it can be anticipated
that materials alterations induced by ions will be very difficult to attribute to
a single mechanism. However, we can identify some of the fundamental mech-
anisms involved. First, collisional mixing (ballistic mixing) may be induced
by recoil implantation and cascade mixing, as well as displacement spikes
[8,9]. In the collisional mixing process, kinetic energy of the incident ions is
transferred to target atoms via atomic collisions, which depends on the mass
numbers of the systems involved. In principle, collisional mixing does not
depend on the temperature of the substrate during ion irradiation. Second,
diffusional mixing involves radiation-enhanced diffusion and radiation-induced
segregation, which would be caused by mobile defects such as vacancies and

interstitials generated by the irradiation [10,11]. The diffusional mixing is a



thermally activated process and depends on the temperature of the substrate.
These mechanisms are summarized in Table 1.1.

Until now, most of the theoretical work has been concentrated on the col-
lisional mixing mechanisms, which is in turn divided into two areas; one is an
analytical approach using various kinds of approximations to solve the gov-
erning equations [22,9,23,24], and the other is a development of Monte Carlo
computer code which adopts a binary collision approximation to simulate the
collisional processes [25,26]. This thesis work basically belongs to the latter

group, however in which the diffusional processes were also considered.

1.3 Scope of this thesis

The purpose of this thesis is to develop a comprehensive Monte Carlo
computer program which can effectively simulate the ion beam mixing pro-
cesses induced by energetic ion bombardment on the composite multicompo-
nent target. The collisional mixing and some of the diffusional processes have
been modeled into a large scale Monte Carlo code-TAMIX(Transport And
MIXing from ion irradiation) through various kinds of sophistication. In the
TAMIX code, phase transformations in the target have not been taken into
account. This means that the complete solid solution between different ele-
mental species was assumed, which is often observed because of the increased
solid solubility under ion irradiation.

In chapter 2, the elemental stopping processes of energetic ions in solids
will be reviewed, which includes the recent models of interatomic potential and

electronic stopping formula. In chapter 3, the analytic treatment of the ion
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range and damage distribution will be summarized along with the displace-
ment model. The various ion-solid interactions will be discussed in chapter 4,
in which the sputtering, collisional mixing and rearrangement, and diffusional
processes are summarized. After a brief introduction of the Monte Carlo
method, the various kinds of models along with the calculation procedures
adopted in TAMIX will be presented in chapter 5. In chapter 6, the simula-
tion results will be shown and compared extensively with other available data
and also, the practical applications of TAMIX in some complicated situations
will be presented. Finally, in chapter 7 the summary and conclusion will be

drawn with a brief mention to the future direction of research.
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Chapter 2.

Stopping of ions in solid

The slowing down of ions in solid is a many-body problem, which involves
nuclei and electrons of interacting ion and target atoms. Here we are concerned
about the ion-solid interaction, where maximum incident ion energy can be
a few tens of MeV. In this energy range, as Bohr [1,2] suggested, nuclear
stopping and electronic stopping are the two major stopping processes.
Furthermore, he concluded that these two stopping processes could be sepa-
rated because of the large mass difference between nuclei and electrons.

Nuclear stopping is defined as the energy and momentum transfer of an
ion to the target atom due to the elastic collision under the influence of a
Coulomb field that is partially screened by consisting electrons. Therefore,
nuclear stopping gives a discrete energy loss and an abrupt change of direction
of the moving ion. On the other hand, electronic stopping is defined as the
energy loss of the moving ion from its interaction with target electron clouds,
i.e. excitation and ionization. The ion loses its energy continuously, but
doesn’t suffer any change of direction of motion by this process. Fig. 2.1
shows the typical dependence of each stopping process on the ion energy. As
seen in the figure, nuclear stopping dominates in the low energy region and

electronic stopping in the high energy region.
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Figure 2.1: Nuclear and electronic stopping power of N in Ti

2.1 Nuclear Stopping

2.1.1 Collision Kinematics

Fig. 2.2(a) shows the schematic diagram of a nonrelativistic elastic collision
between two particles in the laboratory frame. Suppose that particle 1 (the
projectile) with mass M) and velocity v1g makes a collision with a stationary
particle 2 (the target) with mass M. In the figure, v1f and vys represent
the velocities of the projectile and target atom after collision, respectively.
Transforming the coordinate system to center of mass system, the analysis

can be simplified. The velocity of center of mass is given by

M,
om = | ——1 o 2.
em (.'\*11-1-112)”0 (2.1)
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The collision viewed in center of mass system is shown in Fig. 2.2(b). In the
figure, u’s and 8 are the velocities and scattering angle in the center of mass
frame respectively. Applying the energy and momentum conservation law, one

can easily get the energy transfer to the target atom, T as

T = 5\-2-@(1 — cos§) = AE sin® g (2.2)

, where F is the initial energy of the projectile before collision and A is the

energy transfer factor given by

A= 4 M1 Mo

= 06 5 M2 23)

The maximum energy transfer from the projectile to the target atom occurs

in a head-on collision, for which § = = and
Tmaz == AE (2.4)

Fig. 2.2(c) shows the vector diagram between the velocities in the laboratory
frame and center of mass frame. Using this diagram, the relations between

scattering angles are given by

Mo sin 6
tand; = .
anv Mi 4+ My cosd (2:5)
T —0
Jg = 5

, where ¥ and 99 are the scattering angles of the projectile and target atom
in the laboratory frame, respectively.
2.1.2 Interatomic potential

To accurately assess the atomic scattering process, we have to know the

force between interacting particles, in other words, interatomic potential.
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There are two major contributions to the repulsive potential between two
atoms; (1) the electrostatic repulsion between positively charged nuclei and
(2) the increase in energy required to maintain the electrons of nearby atoms
in the same region of space without violating the Pauli exclusion principle.
For low energy collisions the interatomic distance of approach is of the
order of equilibrium spacing of the atoms in the crystal lattice. In this case
the nuclear repulsion is small because the positive nuclear charges are nearly
completely shielded by the electrons. In this region the potential energy of

interaction is adequately represented by the Born-Mayer [3] potential:

V(r) = Aexp (—%) (2.6)

, where A and p are determined from experiments.

At the other extreme of a high energy collision, the repulsive force between
the two bare nuclei dominates the effect of overlapping electrons and this
force increases as distance between the particles decreases. In this limit, the

interaction is satisfactorily described by the Coulomb potential:

(2.7)

, where Zy and Z9 are the atomic numbers of the two atoms or ions and e is
the electronic charge.

The intermediate region where both Coulombic repulsion and closest shell
repulsion are of comparable magnitudes is the most difficult to describe ac-
curately. Unfortunately, this energy region is the region of most concern on
ion implantation. Often, this region is represented by the screened Coulomb

potential in the form of
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Vir) = -Z-l—?ffcp (%) (2.8)

a

, where a is the characteristic screening radius. These three cases are shown

schematically in Fig. 2.3. In the figure, the solid region denotes the nuclear
charge and the shaded region represents the electron clouds.

There have been a number of theoretical investigations to develop the

expressions for the screening function ®. Based on the statistical atomic

model Thomas [4] and Fermi [5] derived an equation called Thomas-Fermi

equation:
'3
o' = - (2.9)
z2
with the boundary conditions of
oz —0)=1 , Oz — o0)=0 (2.10)

This equation cannot be solved analytically and numerical solutions are re-
quired. For practical purposes, it is convenient to represent the result of
numerical calculations of ®(z) by analytic expressions. Thus, many approxi-
mations to the T-F function ®(z) have been obtained. Some of these approx-
imations are given in Table 2.1 [6].

Bohr [7] suggested a screening function:
®(z) = exp(—2z) (2.11)
The screening function for a Lenz-Jensen atom [8,9] is:
O(z) = exp(—t)(1 +t +0.3344t% + 0.0485¢3 + 2.647 x 1073¢4)  (2.12)

, where



15

Born-Mayer

Screened Coulomb

- 208N o
s .’,;.’. Rl
RS AR

2,
oS 77
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Figure 2.3: Regions of applicability of various interatomic potential
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Author

Analytical expression for (x)

[ ]

11.
12.

—_
[SRT-J- I - N VAR N

. Sommerfeld [20]

. Kerner [24]

. Brinkman [25]
. Tietz [26]
. Rozental 28]

Rozental [28]

. Moliére {29]

Csavinsky [30]
Roberts [31, 32]
Wedepohl {33}
Lindhard [23]
Lindhard [23]

x \*]-34 A = 0.772 (Sommerfeld {20))
[1 + ('{5:7?) } A = 0.8034 (March [21])
A = 0.8371 (Umeda [22))
(1 + Bx)~! B =1.3501 (Kerner [24])
B =1.3679 (Umeda [22])
Cx“"'K,(ZAx”’)
1+ (B/6*3) - x)~?

© 0.7345¢ 0-363% 4. 0.2655¢ = 2-392=

0.255¢ ~-0346x . () 581¢~0-947x 4 (0,164 ~4-356=
0.35¢=9-3% 4~ 0.55¢ ~1-3% 4. 0.10e - 5-%

(0.7111¢ =9-175% 4 0.2889¢ ~1-6623%)2

(1 + 1.7822x%/2) exp[—1.7822x1/3]

317x exp[—6.62x/4]

1—x/(3 + x¥)1?

1—-1/2x

Table 2.1: Analytical approximations for T-F equation {6]

1
t =3.11126z2

(2.13)

Wilson et al. [10] suggested a more refined screening function from theoretical

and experimental studies called Kr-C potential:

®(z) = 0.1909¢~0-2785% 4 047377063722 1 3354191922 (9.14)

The solutions thus far considered are screening functions for a single atom.

atom potential.

a9

To create an interatomic screening function, previous workers used above sin-

gle atom potentials and adjusted the screening length to account for the two-

Bohr [11,12] suggested a form:

a =

(2.12/3 B Z§/3> 1/2
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, where ag is the Bohr radius (0.529 A).

Firsov [13,14,15,16] made computer calculations based upon merging two
Thomas-Fermi atoms and suggested that interatomic potential would be best
described by the neutral atomic T-F screening function, but with a reduced

screening radius being defined as

0.8853ay

= 2.16)
273 (
(77 + 23
Lindhard [17] suggested also using the T-F screening function but with
= 2‘88532“/‘; Yo (2.17)
(Zl/ + 22 )

Recently, Biersack and Ziegler [18] made an extensive calculation for the in-
teratomic potential, and developed a semi-empirical screening function called

universal potential:

®y(z) = 0.1818¢73-2¢ 4 .5099e~0-9423= (2.18)

+ 0.2802¢0-4028= | 02817, =0-2016=

with a universal screening length :

0.8854ay

=y, (2.19)

Ay
Fig. 2.4 shows those frequently used screening functions, i.e.
¢ Sommerfeld approximation of T-F potential

e Moliere approximation of T-F potential

e Bohr potential
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Figure 2.4: Various screening functions

e Lenz-Jensen potential
e Kr-C potential

¢ Universal potential

2.1.3 Nuclear stopping cross section

To calculate the cross section for the energy transfer we have to know
the probability for each final scattering angle, and this is obtained only after
evaluating the details of the scattering trajectory and hence the probability
of scattering into each angle.

Fig. 2.5 shows the schematic picture of an elastic binary collision in the
center of mass frame under the influence of the interatomic potential which is

a function of tleir separation distance only. Using this coordinate system, we
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Figure 2.5: Elastic scattering in the repulsive central force field as viewed in

the center of mass frame
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can reduce the two-body problem to a one-body problem.

The energy conservation of the system requires that

1
Ee = 5Mpuf +

1

2M2u% +V(r) (2.20)

, where E.q is the initial kinetic energy of the system in the center of mass

frame, i.e.
1 1
Eyp = §M1U%o+§M2u%o (2.21)
_ 1 MM o
T 2M + My 0
M,
= ——2__F
M+ M, 010

The RHS of eq.(2.20) can be changed into polar coordinates noting that

u% = u%r + u%go = 1‘% + 7'1902 (2.22)

u% = u%r + u%cp = r% + 7'%9‘.’2
and

My
rg = M r
2 = M + My
The resulting equation will be
__ MMy o 2.2
E 50, + Mg)(r +rp*) + V(r) (2.24)

Because the system is in the central force field, the angular momentum should

be also conserved, which gives

Myuygpy + Mauggpy = Myuy,ry + Maugy,re (2.25)
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Using eq.(2.21), eq.(2.22), and eq.(2.23) along with eq.(2.1) and noting that

- M (2.26)
p1 My +M2P .
- _M
, We get
. _ P [M+ My
= S\/——=/2E .
Substituting this expression for ¢ in eq.(2.24) results in
- 2(M7 + M>) p?
F= M, 1 2 Eo—-V(r) (2.28)
For a closest approach distance of rg, 7 = 0. Hence, rg is obtained from the
equation:
p2
(l - :2-) Ep—-V(rg)=0 (2.29)
0
If we note that
dp = ar = Lar (2.30)
dr r

, we can get the expression for dy using eq.(2.27), and eq.(2.28)

dp = — pdr (2.31)

14 2
SRR

The final expression for the scattering angle 8 in the center of mass system is

given as

o = 7:-2/02%ﬂd¢ (2.32)

_ 7‘___2p/"0 —dr
c

For a screened Coulomb potential (that will be used in this study), V(r) is

expressed with a screening function ®(Z) as
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V(r) = M@ (_r_) (2.33)

r a

New units for energy and impact parameter can be defined, that is reduced

energy €, as

aFq a Mo
= = E 2.34
€ Z1Z9e2 ~ Z1Z9e%2 M1 + My 10 ( )
and reduced impact parameter b, as
p
p=2=~ 2.35
: (2.35)

, where both ¢ and b are dimensionless. With these and replacing £ with z,

one obtains

6=m—2b / %0 dz (2.36)
0 \/1 - 29 (1) - 1222
, where z( is the root of the equation
205 (1 2 2
1—=0(—) —bz§ = .
- (ZO> 2§ =0 (2.37)

Eq.(2.36) and eq.(2.37) allow the calculation of the final scattering angle with
the new parameters ¢ and b, and the individual atomic variables Z7, Z9, M,
and Mg have been eliminated.

The differential scattering cross section is defined with
do = 27pdp = o(0)27 sin 6d0 (2.38)

Fig. 2.6 shows the calculated differential scattering cross section for Moliere
potential and Universal potential.

The nuclear stopping cross section, Sp(F) is the average energy transferred
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in a collision, so from eq.(2.2), eq.(2.3), and eq.(2.38) we have

Sn(E) = / Tdo = /0”"’“ T2rpdp (2.39)

o, - [Yhaz . 90 4
Ta AE/ sin® —d(b%)
0 2
If one defines reduced nuclear stopping cross section sn(€) as

— ESn(E) (2.40)

b2z 908 ., .9
= in“ — 41
sn(e) = ¢ /0 sin? 2 d(+?) (2.41)
The straggling of nuclear energy loss, Qn(FE) can be calculated similarly as
b2
03(E) = [ To = xa?AZE? [ sint gd(b2) (2.42)

Again, reduced nuclear straggling will be

g2 Y
wn(e) = mmw)—s / tnaz sin? =d(+?) (2.43)

Fig. 2.7 shows sp(¢) and wn(e) for various potentials.

2.1.4 Validity of using the classical mechanics

The collision between atoms can also be properly expressed in terms of the
superposition of the wave functions of moving ion and target atom and the
scattering law can be determined by solutions of the wave equations. However,
in some conditions classical mechanics can give satisfactory results with much
simpler calculations. Bohr [7] discussed this validity criteria extensively.

If we want to apply the classical mechanics to the scattering problem, two

conditions must be satisfied:



0
10 =~ i 3 ITTTTT[ [ [ Aill”l I [LALL [] ] ll]lll‘ i IEERILELL] 1 i |I[ll:
A bmaz=30 = ]
10" E DTS 3
e 7 T-F-8 (bmaz =50) -
= i Lenz-Jensen ]
-3 ’ S N
@ - Moliere _ -
10‘2 5',' Kl'-.C. . e — 3
= Universal :
10’3 .51 |||1|n[-4| L g .3v Ll -21 Ll .‘l ) lnmlot L el 1
10 10 10 10 10 10 10
Reduced Energy (&)
100 T T BESREIERNY] T T T T
bmaz=30
G
c
3

Lenz-Jensen

Moliere
Kr-C
Universal
-8 (NIRRT e g il Lol ol RN ENI]
10 .5 ” -3 -2 -1 0 1
10 10 10 10 10 10 10

Reduced Energy (&)

Figure 2.7: Reduced nuclear stopping cross section s, and straggling w, for

various potentials



26

1. The particle trajectories must be well defined with respect to the smallest

dimension of the system.

2. The deflection angle of the incident particle must be well defined.

Before discussing these criteria quantitatively, some variables need to be de-
fined, i.e. a is the usual screening length and collision diameter b, is defined

as the closest approach distance in a head-on collision in Coulomb field:

2 Zoe?
EcO

be (2.44)

, where E.q is the kinetic energy in the center of mass system. If we denote A

as the wave length associated with the incident particle, A will be

h h
A=—== .
P~ Mo (2.45)
Furthermore, we define
be
X = 5 (2.46)
c_ 1ok
E a

, where ¢ is the reduced energy.
To satisfy the condition 1, the minimum dimension of the system should

be larger than the wave length A. Hence,
be > A if a > be (2.47)
a > A if a < b

or
x > 1 if E<1 (2.48)

x > € if E>1
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Figure 2.8: Illustration of the validity of using classical mechanics in scattering

problem

The condition 2 can be understood with the help of uncertainty principle
AP AX > h, where AX is of the order of a(screening length). If one uses the
impulse approximation for the evaluation of 8,,;,, it will be given by

AP h ¢ '
s T e A — '2.

Therefore, the second condition will be satisfied if the scattering angle is
greater than 0,,;,. Fig. 2.8 shows the conservative case of proton on Li.
One can see that both conditions are satisfied except at very high reduced
energy(c). However, in this region the electronic stopping dominates the stop-
ping of the ion. Thus, it is concluded that for charged particles which have
masses at least as great as that of proton, the classical collision approximation

is valid in the energy range of interest for the present work.
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2.1.5 Validity of binary collision model

The collision of the ion with target atoms is a many body interaction in
nature. However, due to the fact that the interaction force decreases rapidly
when the distance of approach is larger than the order of an atomic diameter,
the binary collision approximation is probably reasonable. For very low en-
ergy interaction, the moving atom interacts with more than one target atom
simultaneously. The energy limit below which the multiple scattering effects
become important can be estimated by equating the velocity of the longitu-
dinal sound wave in the solid to the ion velocity [19]. This energy limit is of

the order of 10 eV, which is usually below the energy range of interest.

2.2 Electronic stopping

2.2.1 Electronic stopping cross section

The electronic stopping is defined as the energy loss of ions by the ex-
citation and ionization of the electrons of the target medium. Bohr [11,12]
suggested that the ion will be stripped of all its electrons if the ion velocity is
greater than the electron velocity of the ion’s K-shell (v > Zjvg). In this high
energy region, he derived the electronic energy loss considering the electrons

in a target atom as harmonic oscillators, i.e.:

2 4
Se = % InL (2.50)
, where
1.123mov3
[ = =290y (2.51)

Z1e2w
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, where w is the geometric mean frequency of the harmonic oscillators. Bethe [20]
and Bloch [21] obtained similar expressions from a quantum mechanical ap-

proach but expressed L in terms of the average ionization energy I as

2
L= 2"}” (2.52)

There have been many attempts [22,23,24,25,26,27] to make S, more sophis-
ticated. Different theories yield similar expressions excluding the logarithmic
term, which varies slowly with the ion energy. Generally speaking, the theories
for electronic stopping at high energies are well developed.

As the ion slows down, it begins to capture electrons and these bound elec-
trons screen the nuclear charge of the ion. In this intermediate energy region,
it is very difficult to describe the highly distorted electron configuration of the
partially stripped ion, so no precise theoretical treatment exists. Bohr [11,12]
mentioned that if the effective charge of the ion could be estimated, then the
traditional stopping theory could be used. Later this effective charge concept
became widely used for scaling of the proton stopping power to those of heavy

ions, which has the form:

Su1(v1, Z2) = Sp(v1, Z2) Zif1(v1) (2.53)

, where Sgry(vy, Z9) is the electronic stopping cross section of a heavy ion with
velocity v1 at the target material Zy, and Sp(v1, Z2) is the proton stopping
cross section at the same velocity in the same material, and Z} ;(v1) is the
effective charge of the ion at this velocity. Northcliff [28] gave an empirical

formula for the effective charge as
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* _ _ v
7t = Zy[1 — exp ( e /3)] (2.54)

Betz [30], Robinson [31], and Ziegler [29] gave similar empirical expressions.
As the ion velocity is further reduced, so that v << vg, the ion’s electron
cloud is completely recovered and dynamically polarizes the medium as it goes
through the target. In this low energy region the ion is basically considered
as a neutral atom. Based on the dieletric theory, Lindhard [23,32] derived a

low energy electronic stopping formula proportional to the ion velocity as
8relagZi1Z9 v
3/2vg

(227 +25"%)" "

, where & ~ Z11/6.

Se = & (2.55)

Firsov [33,34,35] also derived the same dependence of Se on the ion velocity
but with a different proportional constant.

Because of the uncertainty of the electronic stopping power, especially
in the intermediate energy region, many (semi)empirical formula have been
developed. Using a quantum theory, Brice [36] suggested a formula with
three fitting coeflicients compared with experimental data. Biersack and Hag-
gmark [37] suggested a formula which combines the Bethe-Bloch and LSS

formula in the following manner:

5 = Se,L555e,BB

= 2.56
Se, LSS + Se,BB (2:56)

, where S, 155 is the Lindhard’s stopping formula and S, gp is the Bethe-
Bloch formula modified to include the effective charge effect.
Recently, Ziegler et al. [38] suggested a semiempirical electronic stopping

formula based on the new concept of the effective charge proposed by Brandt
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and Kitagawa [39] and the local density approximation. This formula is sum-

marized below.

e For protons

1. if £ > 25 keV/amu

SpSy
Sp(E) = —=2 2.57
p(E) S+ Sk (2.57)
, where
S = aE®+ cEY (2.58)
- ‘(s
Sy = Efln<E,+hE)

, where a,b,¢,d, e, f, g, h are the fitting coefficients for each target.

2. if E < 25 keV/amu

Sp(25keV /amu) (£)** it Zy>6
Sp(E) = 0.95 (2.59)
Sp(25keV /amu) (EE5) if Z9<L6
e For He ions
1. if E>1 keV/amu
SHe(E, Z2) = Sp(E, 22) 2y Ve (2.60)
, where the fractional effective charge, vy, is given by
5 .
'y?{e =1—exp[-)_ a;(In E)] (2.61)
1=0
, where
ag = 0.2865, aj = 0.1266, as = —0.001429
(2.62)

a3 = 0.02402, a4 = —0.01135, a5 = 0.001475
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2. if E <1 keV/amu
SHe(E) = Ske(1keV /amu)E%S (2.63)

e For heavy ions (Z; > 3)

The effective ion velocity, yr is given by

v
Ypr = —-—%-/-5 (2.64)
'UOZI

, where vy is ion’s relative velocity with respect to the Fermi velocity of

the target atom vy and is given by

2
v1 (1_}_.;11’2.) if v 2vp
vy = v{ 0 4 (2.65)
3 2 1 v .
$vp (1'*'3;5"'1'5#) if vy <op
F F
1. if y» >max(0.13, Z;Q/g)
Su1(E, Zy) = Sp(E, Z9) 2§ 17 (2.66)

, where the fractional effective charge v is given by

v/ v 2 v 2
v=a+ (=L i 4 (2er ) (267

, where A is the ion screening length, ¢ is the ionization fraction,

ag is the Bohr radius, and vg is the Bohr Velocity(%g). A is given

by

A = 0-67492a0(1 — q)%/3
270~ 47)

, where Acorr is the correction term for A and ¢ is given by

X Acorr (2-68)

g=1—exp(0.803y03 — 1.3167y06 (2.69)

—  0.38157y, — 0.008983y2)
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2. if yr < max(0.13, Z] /%)
Sgr o« E%375 if 2, <19,and Zo =6,14,32  (2.70)

Sgr o« E03 otherwise

Ziegler et al. [38] estimated the average error of evaluating the electronic
stopping cross section as 7.4 %. Fig. 2.9 shows the electronic stopping cross

sections of various models for two different ion-target combinations.

2.2.2 Bragg’s rule

Bragg [40] formulated a rule to determine the electronic stopping cross
section of non-monatomic substances. Suppose that the target is composed of
molecules Ay, By, then the electronic stopping cross section of this target can

be calculated from

, where S¢(A) and Se(B) are the electronic stopping cross section of the target
A and B respectively. Bragg’s rule says that if we try to know the energy loss
in a compound, it is sufficient to know the energy losses in the elements making
it up. It does not take into account of the presence of the chemical bond in
molecules and solids. Nonetheless, at high ion energy(E > 1 MeV/amu) it
gives satisfactory results. An explanation of the Bragg rule’s breakdown at
low energy has been given in terms of the modified Firsov theory [41,42]. At
ion velocities less than or on the order of the outer shell electron velocities,

electrons of the outer shells of the target atoms make a significant contribution
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to the electronic energy loss process. In compounds, the distribution of outer-
shell electrons depends strongly on the type of bond between atoms of the
constituent elements, by which the measured S, for compounds is up to 20 %

lower than the Bragg rule.
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Chapter 3.

Range and Damage Distribution

3.1 Introduction

The stopping of ion in solids is basically a statistical process. In other
words, each ion having exactly the same initial incidence parameters does
not end with the same path, and this can result in a spatial distribution
of ions in solid. This distribution function depends on the ion and target
species, incident ion energy and the angle of incidence. Furthermore, the final
distribution of damage produced by ion bombardment will be the average of
the results of many incident ions.

The equation that describes the ion slowing down problem is the general-

ized transport equation [1,2,3,4,5,6] of the form:

%%@(F, E, Q1)+ V(T E,Q,t) + 547, E, )8(F, T, 0, ) (3.1)

. n & 0 . . &
= QFE Q) +5: (Se(F, E,1)8(7, B, G, 1))

© 4t o= / B Adle o A
+ /0 dE leQEs(E—»E,Q-—»Q)(I)(r,E,Q,t)

, where @ is the particle flux, which is a function of position vector 7, energy
E direction vector ﬁ, and time ¢ and ¥; is the total cross section, X5 is the
differential scattering cross section, @ is the particle source rate, and Se is the
electronic stopping cross section. This equation is derived from the particle

conservation in phase space. It is a formidable problem to solve this equation
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4
RPC rp

Figure 3.1: Schematic picture of the ion trajectories and various ranges

as it is formulated, so many authors have attacked the problem with a variety
of approximations.

Before proceeding further, the various range concepts need to be defined.
In Fig. 3.1 the paths of two typical ions are shown to illustrate the diversity
of the individual trajectory. If we consider the path of the ith ion made up
of a number of approximately linear segments between collisions with target

atoms, then the total path length is given by

R=Y1L (3.2)

, where the sum is terminated in the mth flight path at which the ion becomes

trapped in the lattice. The average total path length is defined as

R=

S|~

i R (3.3)
i=1
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for a number of n incident ions. The vector range R! is the distance from the

initial point of entry of the ion to its final resting point, whose average will be
_ 1 &
1=1

The penetration or the projected range R;', is the projection of the vector range

onto the incident direction of the ion, which gives the average as
1 i

Finally, the spread in stopping points perpendicular to the initial direction,

Ri

berp 15 obtained through resolution of the vector range in perpendicular

direction.

3.2 Range and damage distribution

The average total path length R can be calculated using a rather simple
argument. The average energy loss of ion with energy E, when it moves a

small path segment dR is given by
T
<dE>=N / " Tdo(E, T)dR (3.6)
Tmin

, which gives (the average sign is omitted from hereon.)

dE Tma:c
—_— =N T .
= /T " Tdo(B,T) (3.7)

, where NV is the atomic density of the medium. The range is given by

R E 1 ,
R(E) = /0 dR = /0 am R E (3.8)

1 E JF'
NJo S(E)
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In an analogous way, we can calculate the range straggling AR, using the

energy straggling defined as
S Tmaz 9 9
(AEX =N / T2do(E,T)dR = NO%dR (3.9)
Tin

, which gives the average square fluctuation in the range, (AR)? as

20
(AR)? = -Nl-f /0 E%,—;dE' (3.10)

Lindhard, Scharff, and Schiott [7] treated the above method more rigor-
ously to derive equations describing the relation between energy and range
of ions in amorphous target, which has been called the specific energy loss
method or LSS method. A number of assumptions, which corresponds to

reality in many cases, underlie the LSS model:
o The target is amorphous, i.e. the crystalline effects are neglected.

e The energy transfer T' can be divided into two parts; the energy trans-
ferred to the electrons of the medium T¢, and the energy transferred to
the screened target nuclei through the repulsive interaction Ty,. The two
contributions to the total energy transfer are assumed independent in

stopping process.

o Energy fluctuation in the stopping process is only due to the interaction

with nuclei.

e The binary collision approximation is used, i.e. the scattering angle is

related to Ty, in a single-valued way.
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e The energy T transferred to the target atom in a collision is much less

than the ion’s kinetic energy before collision, i.e. T << E.

Let’s define F(R, F)dR as the probability that the total path length tra-

versed by an ion with energy FE lies in the interval from R to R+dR. Obviously,
oo
/0 F(R,E)dR =1 (3.11)
and the average of the mth moment with respect to R is defined as
—_— Q0
= /0 F(R,E)R™dR (3.12)

The probability that the ion, after traversing a path éR, will transfer
energy > ; Te; to the electrons and energy T, to the target atom(recoil) is
determined as Né6Rdope, , where N is the target atomic density and dop e
is the differential cross section for the electronic and nuclear energy loss. If
a collision takes place, then the probability that the ion has the total path
R will be F(R— 6R,E — T — i Te;). If we multiply this by the collision
probability NéRdop, ¢, we get the contribution from each collision to the total
probability for the range R. Then, the contributions from all collisions should
be summed.

The probability that no collision takes placeis 1 — NéR [ done. Then, the
contribution of each case to the total probability for the range is expressed as
(1= N8R [done)F(R— 6R, E). By summing the two contributions, we find

an expression for F(R, E) as
F(R,E) = NéR / doneF(R—6R,E —Tn— 3 Tsy) (3.13)
i

+ (1-N6R / dono)F(R — 6R, E)
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As § R — 0, above expression becomes

OF(R, E)

SR = N/dan,e{F(R,E —Tn — zi:Te,-) — F(R,E)} (3.14)

Eq.(3.14) derived by LSS, determines the fundamental integral equation
for the range probability distribution. Multiplying this equation by R™ and

integrating by parts, one obtains
mR™-1(E) = N / don o {BP(E) - RR(E — Tn — 3" To)} (3.15)
i

Eq.(3.15) can be used to calculate various moments of the range. The mean

ion range is found from the above relation as
1=N / don e {R(E) = R(E - Tn — 3" T.)} (3.16)
i

To obtain an approximate solution for the expression of R, we can expand
eq.(3.16) as a Taylor series in T = Ty, + ¥; Tes- By taking only the first term

in this expansion, one gets

dF(E) 1
5 = NS(E) (3.17)
Ri(E) = /OE% (3.18)

, where S(E) = Sp(E) + Se(E) is the total stopping cross section. Note that
this is the same as eq.(3.8) obtained from a rough calculation for the average
total path length. If the second term of the expansion is included, one arrives

at a second order differential equation,

dRy(E) 1
dE 2

d*Ry(E)
2 27112
NO*(B)—=3

1= NS(E)

(3.19)
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, where Q2(E) = [ don T 2 is the energy transfer straggling. This equation

can be solved for Ry as

mo- [ (TR (L) e

To obtain the mean square fluctuation of the total path length, ARZ(E) =

R2(E) — B%(E), one can multiply eq.(3.16) by 2E(E) and subtract this from

the second moment with respect to R, given in eq.(3.15) to get
[ don ABR(E) - ARX(E ~ T, - ST) (3.21)

/ don o {R(E) = R(E — Ty — zTez)}2

If the above expression is expanded in T and only the first term is used, one

gets
— SR
S(E)d(Ad—I;)l = 0%(E) (g%l_ga_)) (3.22)
AR? L rF Q2(E,)dE’ (3.23)

1~ N2Jo S3(E)
Again the same expression was obtained from the simple calculation, eq.(3.10).
If the second term of the expansion is included, one obtains an expression for
the second approximation of the mean square fluctuation of the total path
length (m)? , and so forth.

Lindhard et al. also derived the expressions for the projected range Rp
and the projected range straggling Z—Eg. By analogy with eq.(3.16), one can

get the integral equation for the projected range as

1=N / don e {Fp(E) — Rp(E — T) cos ¥} (3.24)
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, where 9 is the scattering angle of the ion with energy E in the laboratory
system. Using only the first term in the expansion with respect to T', one

obtains the first approximation for Rp, i.e. —R;’-l

dRp,(E)

1= T{;I(E)N/dan,e(l —cosd) + iE

N/dan,eT cosd  (3.25)

If the new variables A\ and S, are introduced as

1
/\tr

Str = /da'n,eTcosﬂ

= N/dan,e(l — cos ¥) (3.26)

, then eq.(3.25) becomes

_Fu(B) | dFy(B)

b= /\tr(E) dE

NSt (E) (3.27)

This equation has the solution of

—_— E dE E dE"
ke 1(E)=/o NStr(E’)eXp(E At,.(E")NStr(E”)) (3:28)

Lindhard et al. calculated the total path length and the projected range

along with stragglings up to the second order approximation using the Thomas-
Fermi potential and with the electronic energy loss. In the calculations, re-

duced energy € and reduced range p were used, which are defined as

aMy
= E .
© Z1Z9€2 (M1 + My) (3.29)
p = Nra?AR

, where FE is the energy of the ion and R is the corresponding range.
Lindhard et al. [8] also derived an ihtegral equation , which describes the
damage in the forms of the deposited ehergy, the displacement and other rel-

evant quantities induced by ion bombardment. If one denotes such a quantity
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by ®, the equation which governs the final average value of ® due to the ions
with energy E can be obtained with a similar argument as the range, i.e. for

the like atoms
/ don,e{S(E ~T) = B(E) + $(Tn — U) + X Fe(Tei — Ui)} = 0 (3.30)

, where U is the binding energy of the atom in the lattice and U; equals
the ionization energy of the ith ionized electron in the collision. Usually, the
damage produced by the ionized electrons is small and can be neglected. If

the ion is different from the target atom, one can get the expression
/ done{®1(E—T)-®1(E)+01(Tn—U)+>_ ®e(Tei — U;)} = 0(3.31)
]

With similar approximations used in the range calculations Lindhard et al.
solved the above equations for the Thomas-Fermi potential and found that
if ®(E) equals the total deposited energy and denoting 7(E) the deposited
energy in nuclear collisions and 7(E) the deposited energy in the electronic
ionization and excitation, then ®(E) = 7(E)+7(E), and a simple formula can
be used to fit the obtained solution. Lindhard et al. suggested the expression

in the reduced unit as
(E) = e(1 + kg(e))™? (3.32)

, where k is the proportional constant in LSS electronic stopping formula in
reduced units.

The LSS method is rather limited for obtaining the higher order moments,
, which are necessary to construct the actual distribution functions. Winter-

bon, Sigmund, and Sanders [9,10,11] generalized the LSS methods, and they
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introduced the vector range probability distribution instead of the total path
length, which had been used in LSS method. First, consider the case when
the incident ion is the same type as the target atom. If a function F(FE, ﬁ, r)
is defined as the probability that an ion with initial energy E and the incident
direction () comes to rest at a position denoted by a vector 7 from its starting

point and generalizing the argument in LSS method, one gets the expression

as
—0.VF(E,0,7 = N / do{F(E,Q,7) — F(E-T,%,7}  (3.33)
OF(E,Q,7)
+ NS(B)—55"
with
/ BFF(E,(,7) =1 (3.34)

, where )/ is the direction vector of the scattered ion in laboratory system. If

one integrates the above equation over the y and z, one gets

- ”6F(§;'u’ x) N/dd{F(Ev/l"z) - F(E - T’ ul’m)} (335)

, where u is the cosine of the incident angle with respect to the z axis.

F(E, p, ) is then expanded in Legendre polynomials as

F(E, i) = Y (26 + 1) Pe(s) Fe(E, 2) (3.36)
k
, which gives the expression along with eq.(3.35)
_ aFk-—l(va) aFk+1(E,J,')
k—az (k+1) £ (3.37)

= e+ 1) (2B 4w [drtFi(E.2) - PFUE - T.) )
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If the nth moment of F},(E, z) over x is defined as
FME) = / dz 2" Fy(E, z) (3.38)

and taking the nth moment of the eq.(3.37), one obtains

st (PR (E) + (k+ DR (E) (3.39)
s.2EE) |y [ do(Fp(E) - Pl FE(E - T))

Sigmund et al. [10] solved the above equation for the first and second moment
in the case of equal ion-target species. Gibbons et al. [12] solved this equation
for the general ion-target combinations up to the third moment with a different
numerical technique. Winterbon [9,13] reduced the above equation to a set of
algebraic equations and thus attained more accuracy in the solution up to the
fifth order.

The equation which governs the deposited energy can be obtained with a
similar method with LSS. Consider the function F(F,¥), which is defined as
the average energy deposited at 7 due to an ion with an initial position of

7=0 and energy F = %M 1v2. Clearly this function should satisfy
/ BFF(73) = E (3.40)

The integral equation for the energy deposition F(7, ) has the form

_ - o o vy, De OF (T, 0
= N/da{F(r,v)—-F(r,v )— Fr(F, 0 )}+7T(3.41)

_FOP(ED)
v Or

, where Fy.(7,v") is for matrix recoils, which subsequently follows the relation

GOF (7,0 o o - -
_%% = N [do{F(70) - B(R ) - F(7 8} (3.42)
S0 OFy(77)

v av
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If the same moment method is used in deriving the range equations, one gets

n a n
op 7 e (B) + (k+1) FErl(E)} = Se—E— Fg“]gE) (3.43)
+N [ do{FR(E) - FE(B)Pe(W) - Fiu(E"YPe(w")}
and
OF™(E)
2k+1{k mit1(B) + (k+ DFIEL (B)} = Se—Fe— (3.44)

+N [ do{FPy(B) - FRu(E')P(W') — FR(B")Py(u"))

, where y/ and u" are the cosines of the scattering angles in the laboratory
system for the incident ion and recoil atom, respectively. The fact that the
deposited energy distributions are much less symmetric than the range dis-
tributions, and consequently require the moments much higher than those of
the range, indicates the importance of the numerical accuracy in solving the
above equations.

Brice [14,15,16,17,18,19] first formulated the transport equations governing
the ion distribution during slowing down process and solved them for the first
and second moment to obtain the spatial distribution of the ions as a function
of their instantaneous energy. These distributions, which are all assumed to
be Gaussian, have been used to calculate the depth distribution of the energy
deposited into atomic displacements or electronic process.

Williams {2,3,4] derived a set of linear, coupled Boltzmann transport equa-
tions which describe the distributions of the projectile and recoil atoms in
space, time, and energy. He showed that LSS equation is just a partially ad-
jointed equation in energy and direction to the usual, or the forward form of

the Boltzmann equation. He also showed the merits of using the forward form,
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which is familiar and well understood in the neutron transport field. One of
the advantages of using the forward form is the applicability of the method to

multi-layer problem.

3.3 Displacement production

When the ion makes a collision with a target atom, it transfers an energy
T to the struck atom. If this transferred energy is greater than some threshold
energy(Ey), this recoil atom will escape from its equilibrium lattice site leaving
a vacancy behind to make further displacements. The concentration of the
displaced atoms by the ion bombardment with energy E and fluence ® is given

as

Tmazx do
Ca= [, ™ vT) gt (3.45)

, where v(T') is the average number of displaced atoms by a recoil with energy
T and Trmgz is the maximum energy transferred.
Kinchin and Pease [20] developed a model to calculate v( E) with following

assumptions.
e Atomic collisions are elastic and hard sphere-like.
e The cascade proceeds as a series of binary collisions.

o These collisions are independent of each other and the periodicity of

crystal structure is neglected.

e No energy is passed to the lattice such that
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E, = E} + Eg (3.46)

, where E1 and E] are the energies of incident atom before and after

collision respectively, and E) is the energy of recoil atom after collision.

e A stationary atom which receives less than a threshold energy E; is not
displaced. Similarly, if an incident atom emerges from collision with

E} < Eg, it does not contribute further to the cascade.

Fig. 3.2 shows the diagrammatic representation of Kinchin-Pease model, and

the expression for v(E) is
sy i 2E4<E
v(E)=14 1 if Ej<E<2E,; (3.47)
0 if E<Ey

With the assumptions that Ej is lost at every collision such that
Ey=E|+E)+Ey (3.48)

and that both atoms move further after collision regardless of their energies,

Snyder and Neufeld [21,22] estimated v(E) as

0.561{112 if 2E;<E
v(E) = ln(-E%) if Ej<E<2E,; (3.49)
1 if E<Ey
Lindhard et al. [8] used the more realistic Thomas-Fermi potential to esti-
mate the differential scattering cross section instead of the hard sphere collision

and included the electronic energy loss to get
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Energy of recoil atom(ER)
=1
oW

1 stays 1 emergies
2 emergies 2 emergies

no displacement jone displacement

l stays 1 emergies
2 stays 2 stays

no displacement |no displacement

0 E d ) '
Energy retained by primary(El)

Figure 3.2: Diagrammatic representation of the Kinchin-Pease model for dis-

placement production

(E) = {(E)55- (3.50)
, where
§(E) = - (3.51)
140.13(3.4e1/6 4 0.483/4 4 ¢)
, where ¢ is the reduced energy of the recoil atom.
Robinson {23] suggested a similar expression as
0.87%; if 2E;<E,
v(E)=141 if E;<E,<2E, (3.52)
0 if Ey<Ey
, where
v £ (3.53)
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, where

kq = 0.133422/3 M /2 (3.54)

g(eq) = eq +0.40244¢5/* + 3.4008¢ 1/

, where ¢4 = 0.01014Z; /3 E.
The simple cascade analysis, even modified to account for a realistic en-
ergy transfer cross section or for the electronic energy loss during slowing

down, implicitly assumes that the solid consists of a random arrays of atoms

(amorphous). However, when the cascade is considered to occur in the real
crystalline solid, two important phenomena appear , i.e. focusing and chan-
neling. Focusing refers to the transfer of energy to a row of atoms by nearly
head-on collisions. Channeling is the complementary process whereby atoms
move long distances in the solid along open directions in the crystalline struc-
ture. In this case the moving atom is kept in its channel by glancing collisions
with the atomic rows that serve as walls. Focusing and channeling affect both
the number and configuration of displaced atoms in a solid. First, atoms mov-
ing along the crystallographic direction favorable to the focusing or channeling
lose energy only by glancing collisions :with the atoms consisting the axis of
motion. The energy transfer in these collisions is well below E,, resulting in
that more energy is dissipated in subthreshold collisions. Consequently, v(E)
is smaller when the crystal effects are considered than when the atom moves
in a random array of atoms. Second, the focused or channeled atoms are able
to move much farger distances before coming to rest than in a random lattice,

resulting in the spread of the damaged region. Because the maximum energy
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at which focusing can occur is relatively low, focusing is important only in low
energy cascades or at the very end of a high energy cascade. On the contrary,
channeling is favorable at high energy.

Oen and Robinson [24] derived a formula for v(E) as

V(E)-I—P _E—I—ZP_ p
"~ 1-2P \2E,; 1-2P

(3.55)

, where P(FE) is the probability of the occurrence of focusing and channeling.
A value of 0.07 was used in order to obtain a quantitative agreement with the

experimental measurements.
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Chapter 4.

Ton-Solid Interaction

4.1 Sputtering

Sputtering is defined as the removal of target atoms due to energetic par-
ticle bombardment on the solid surface. The incident particles may be ions,
neutral atoms, neutrons, electrons, or energetic photons. However, this work
is confined to the sputtering by energetic ion bombardment. Furthermore, we
are only concerned with the physical sputtering (or knock-on sputtering), in
which a transfer of kinetic energy from the incident particle to target atoms
causes the sputtering in contrary to the chemical sputtering, where the atoms
are removed from the target surface via electronic processes.

In sputtering of elemental target, the sputtering yield Y is defined as the
average number of target atoms removed from solid surface per incident par-
ticle. For multicomponent target, besides the total sputtering yield Y the
partial sputtering yield Y; is defined as the average number of ¢th element

removed per incident particle such that

Y = ZY, (4.1)

For comparison with sputtering yields of the corresponding elemental target,

component sputtering yield Y} is defined as

e Yo

i = C_zs (4°2)
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, where C} is the atomic fraction of element ¢ on the surface.

Furthermore, the particles removed from a solid surface by sputtering are emit-
ted with a distribution in energy E and emission angle §2, which is described
by the differential sputtering yield -g% and %—261;1 for :th component.

The knock-on sputtering can be described by elastic collision in the surface
layers of a solid. The processes are the same as those leading to radiation
damage in the bulk of the target. If an incident ion with sufficient energy
makes a collision with a target atom, it can create a primary knock-on atom,
which initiates a collision cascade. It is convenient to distinguish between three
qualitatively different regimes, i.e. the few collision regime, the linear cascade
regime, and the spike regime. In the few collision regime, the bombarding
ion transfers energy to target atoms which, possibly after having undergone a
(small) number of further collisions, are ejected through the surface if energetic
enough to overcome the surface binding energy. This is particularly important
close to the sputtering threshold and for light ions, where sufficient energy for
the creation of a regular collision cascade is not available. In the linear cascade
regime, the incident ion makes a number of collisions with target atoms, and
transfer sufficient energy to several recoils to allow them to remove further
target atoms from their lattice sites. As a result, large collision cascades can
be developed, however, moving target atoms collide only with target atoms at
rest. In spike regime, the cascades leading to the sputtering are very dense and
begin to overlap resulting that a major part of the atoms within the cascade
volume are released from their lattice sites and set in motion. These three

regimes are shown in Fig. 4.1 [1].
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Figure 4.1: Three regimes of knock-on sputtering: (a) Few collision regime

(b) Linear cascade regime (c) Spike regime (1]

It has often been claimed that energy transfer factor A given by

4.M Mo
(M + My)?2

(4.3)

should be an important factor in the few collision regime. In fact, Bohdansky
et al. [2] showed that yields of a number of target materials for incident H,
D, He®, and He? in the range of 0.1 — 10 keV could be scaled together if
the energy axis is chosen as E/U, where U is the surface binding energy.
Especially, sputtering by light ions has recently been reviewed by Roth [3]
and Littmark and Fedder [4]. The linear cascade regime is the one treated
in most detail theoretically [5]. This regime is characterized by the energy
deposition per unit depth, which can be typically applied to the ion energy

for keV' and low MeV region except for heaviest ions. In the spike regime,
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sputtering yield is associated with a temperature deduced from the energy
deposited per unit volume. This regime is often called the non-linear cascade
regime because the sputtering yield of molecular ion bombardment is not just
a linear superposition of atomic sputtering yield [6,7]. The spike effect has
been reviewed in great detail by Thompson [8,9].

In the following section, the sputtering theory for the elemental target in
the linear cascade regime will be reviewed and subsequently the sputtering for

the multicomponent target will be briefly discussed.

4.1.1 Sputtering of elemental target

The collision cascade initiated by incident particles can be best described
by transport equation, from which a number of averages over many cascades
with identical macroscopic parameters may be calculated. The first order
asymptotic solutions have been obtained by Sigmund [5] for the linear cas-
cade regime in an amorphous (or polycrystalline) solids. Sigmund derived an
expression for the sputtering yield Y for the ion bombardment with energy E

and incidence angle 8 as
Y =AsFp(E,0,0) (4.4)

, where Fp(FE,0,0) is the energy deposition density at the surface in the form

of nuclear collision and the material parameter A is expressed as

As / d(cos 8')| cos ¢'| P(E', 8') (4.5)

_Im
./ E |dE’ / dz|
, where I'yy, is a constant which depends only weakly on the exponent m of the

power law potential and P(E',#') is the probability for an atom with energy
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E' and angle ' with surface normal to escape from the surface. With the

nuclear stopping cross section Sp(E’) for the same kind of atoms as
Su(E') = —— Cpp B'1-2m (4.6)
1—-m

and planar surface barrier such as

P(E'.0) 1 if E'cos?d >U (47)
0 if E'cos?d <U

, then As can be expressed as

I'm 1

As = ST = 9m) NCmUT—2m

(4.8)

, where N is the target atomic density and Cp, is a function of exponent m,
Z1, Zy, My, and My. Sigmund [10] suggested to use m = 0 because most of
the atoms involved in the sputtering phenomena are in the low energy region.

Furthermore, if the energy deposition density Fpp is expressed as
Fp(E,8,0) = aNSp(E) (4.9)

, then one finally gets

Y= 9'—;3asn(E) (4.10)

, Where a is a dimensionless function of incidence angle # and mass ratio
Ms /M, and Sp(FE) is the nuclear stopping cross section of incident ion with
energy E in the unit of eVA2, Fig. 4.2 shows the o function deduced from
measurements for Si, Cu, Ag, and Au with normal incidence [11].

Sigmund also got the expression for the differential yield as

Y 'ml—m Es
&Y I'm 6 .
aE20, ~ [oE:0 0 e T vysam b (4.11)
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Figure 4.2: Experimental and theoretical values of the function a( M/ M. 1) [11]

, where Es and ;s are the energy and emission angle of a sputtered particle.
With m = 0 again, he got

A3y o E,
dEsd?Qs ~ (Es + U)3

cos 05 (4.12)

, which shows that the energy distribution of sputtered particles exhibits a
maximum at Es = %: and Es‘2 behavior for higher energy tail. Furthermore,
the angular distribution shows the cosine distribution, which is a result of
the isotropically distributed recoil atom flux in the derivation. Hence, devia-
tion from such a distribution will signal deviations from isotropy of collision
cascade. Such deviations are clearly seen at low energy, where angular distri-
butions are under-cosine or even heart-shaped [12,13]. At somewhat higher
energy the distribution becomes cosine-like, but at still higher energies. they

become over-cosine [14].
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After Sigmund’s simple cascade theory, there have been many attempts
to correct the assumptions and simplifications. For example, the electronic
stopping correction [15], the effect of bulk binding forces [16,17], the effect
of target surface [18], and the anisotropy of recoil flux [19] have been exam-
ined. Furthermore, with the help of extensive sputtering data, there have
appeared several (semi)empirical formula especially in conjunction with the

plasma interaction with the fusion first wall materials [2,20,21,22].

4.1.2 Sputtering of multicomponent target

Sputtering of multicomponent target is distinguished by the behavior pref-
erential sputtering from the sputtering of elemental target. Preferential
sputtering is said to occur when the composition of the sputtered particles

differs from that of the outermost layers of the target, i.e.

Y: Cs
J J

, where C S is the surface composition of 7, jth element in the target theoret-

ically defined as

Cii= Y / z)y; j(z)dz (4.14)

, where y; ;j(z)dz is the contribution to Y; ; from a layer dz at depth z and
Cj j(z) is the concentration of species 4, j at z.

Due to the preferential sputtering, target surface gradually becomes en-
riched or depleted with one component and finally a steady state will be

reached, in which the composition of the sputtered flux is the same as that
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of the bulk because mass should be conserved. Hence, in steady state the

following expression should hold, i.e.
b
v _g
Y>> ¢
3

[

(4.15)

, where Czb’ i is the bulk concentration of 7, jth element.

The origin of the preferential sputtering is said to be the mass and binding
energy difference between constituent elements in the target. Qualitatively
speaking, the component with smaller mass and lower binding energy is pref-
erentially sputtered. Sigmund [1] derived an expression which describes the

preferential sputtering in a binary alloy for the linear cascade regime as

2 1-2
Yg _ (Mp\P" (Up) " e
Y§ My Uy '

with 0 < m < 0.2 depending on the ion energy. In eq.(4.16), the dependence
on mass differences is rather small compared to the effect of surface binding
energy differences. Assuming the linear cascade except the top monolayer and
unchanged bulk composition during sputtering, Kelly [23,24] arrived at the

expression as

Y§ _ C4+A4pCh(1+ C3)AHR +(1-Cf)AH,
YE  CY + AapCY(1+CYAH, + (1 - C3)AHp

(4.17)

predicting enrichment of the component with the higher surface binding en-
ergy, where A g = 4M Mp/(M4 + Mp)? and AHy g is the heat of atom-
ization of A, B respectively. Sigmund [1] also derived an equation in spike

regime for high energy(E > 50 keV) heavy ions such as

Y5 _ (Mp\'/? (UB‘“UA)
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with a spike temperature T dependent on ion and target parameters.
Generally, for alloys and compounds with components of not too different
masses the surface binding energies of the constituents should play the dom-
inant role, while enrichment in the heavier components is found mostly for
systems with quite different constituent masses.

As a consequence of preferential sputtering the composition profile is ex-
pected to change near the target surface, usually in one or two monolayers.
However, experimental results have been showing that compositional changes
occur to much deeper depths, typically comparable to the range of the inci-
dent ions. This layer of changed composition is often called the altered layer.
At high temperature the altered layer thickness could be orders of magnitude
larger than the ion range. Changes under ion bombardment over such depth
range must be caused, in addition to preferential sputtering, by transport

processes [25,26] such as
e recoil implantation and cascade mixing
e thermal and radiation enhanced diffusion
¢ surface segregation
e radiation induced segregation

, all of which make the sputtering of multicomponent material more com-
plicated phenomena and difficult to analyze the experimental results. These

transport mechanisms will be discussed further in the following sections.
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4.2 Collisional mixing

When an ion slows down in the solid, it transfers energy and momentum
to the target lattice eventually developing a collision cascade in which the
target atoms are displaced from their lattice sites and come to rest at an ap-
preciable distance from their original positions. As discussed in the previous
section, sputtering occurs when the cascade intersects the surface resulting in
the removal of the target atoms. Similarly, the cascade inside the material
contributes to rearrangement or mixing of the constituent atoms in the mul-
ticomponent target, which is often called collisional mixing. The collisional
mixing can be divided into two intuitively different mechanisms, i.e. recoil
implantation and cascade mixing. Recoil implantation is referred to the pro-
cess in which direct collisions between incident ion and target atoms cause the
relocation of the target atoms. This mechanism contributes to the long-range
mixing of the target material. On the other hand, cascade mixing is defined as
the mixing process resulted from the collisions between the target atoms and
recoils in the cascade, which is much more efficient to overall mixing. This
mechanism is also called as short-range mixing because the energy involved
in the process is rather lower than in the recoil implantation. The collisional
mixing has been treated theoretically by many authors either with analyt-
ical approaches [27,28,29,17,30,31,32,33,35,36,37,38] or via developments of
Monte Carlo programs [39,40].

Based on the linear collision cascade theory applied on the system of di-

lute impurities in homogeneous matrices, Sigmund and Gras-Marti [31,32,33]



68

evaluated the shift and spreading due to the collisional mixing. If we denote
8§®do(z, z) as the probability that a single impurity atom located at z will be
relocated at a depth (z + z,dz) after a differential ion fluence §®, then the

impurity will on the average be found at a depth
<z+z>=z+00 / zdo(z,z) (4.19)

, where do(z, z) is called the differential relocation cross section. For multiple

recoil implantation, using the power law scattering cross section as
doyj(E,T) = Cij E-™T~1=™dT (4.20)
and with energy-projected range relation such as
Rp(T) = AT® , 0<a<?2 (4.21)
, then the mean relocation of the impurity atom can be expressed as
<z>=(a+y —m) B)mm(x)? (4.22)
with
B(z) = CoAj"E~?™(z) (4.23)
zm(z) = Rp(Ap1E(z))

, where Ag; is the energy transfer factor from ion to the impurity atom and

E(x) is the well-defined degraded ion energy at depth x, which is given by

E(z) = Ey(1 — Ri)l/% (4.24)

(/]
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, where Ej is the incident ion energy and R, is the path length of the ion in the
target material. According to eq.(4.22) Sigmund and Gras-Marti concluded
that recoil implantation is a mechanism which favors relocation of lighter
species in a multicomponent target. Also, considering the relocation of matrix
atoms followed by relaxation, the direction of the net shift was predicted, for
a light impurity in a heavy matrix to be shifted toward greater depth and it
is toward the surface in the case of heavy impurity in a light matrix.

Recoil implantation is a rather rare event leading to relatively large reloca-
tion. Indeed, the cascade mixing initiated by recoiled matrix atoms is a much
more efficient mixing process because there may be hundreds or thousands
of matrix recoils that potentially can dislocate an impurity. For the cascade

mixing, the mean spread will be given by
02 = (I)/z2d0'(x,z) (4.25)
, resulting in the HWHM(half width at half maximum) as
s

for the high energy isotropic cascade and

___ I R
Azyyy = mE€2I‘DFD($) (4.27)

for the low energy cascade, which are both proportional to the ion fluence ¢
and energy deposition Fp(z), where N is the target atomic density, I' is a
dimensionless parameter somewhat less than unity, £9; = C’glAél_m /C99, and
the range R, is related to the threshold energy E. by eq.(4.21). Sigmund and

Gras-Marti applied the expressions to the system of 300 keV Xet incident on a
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Si target with an embedded Pt marker layer. Fig. 4.3 [33] shows the estimated
broadening and shift of an initially narrow Pt layer as a function of ion fluence.
One may first recognize that the matrix relocation with relaxation mechanism
gives the most pronounced spread and shift. However, in later experiment [34]
this conclusion was asserted to be disproven due to the opposite direction of
impurity shift. In the figure, one also sees that multiple recoil implantation
gives rise to a significant r.m.s. spread, but small half-width.

Haff and Switkowski [27] proposed a simple model describing the process
by analogy with diffusion in a gas. However, the parameters on the model are
not easily accessible in theory or experiment. Andersen [29] has proposed a
model for the cascade mixing based on a rather simple argument to suggest
guidelines for selection of projectile species and energies in sputter-profiling
techniques to minimize such mixing effect. Andersen [29] gave the expression

for the attainable depth resolution on the surface as

3
v_=~g __1 ) (4.28)

Srwrm =25 <4Ed Sn(E) 042
, where R is the range of recoil atom with energy E; on the order of 10 A and
Sn(E) is the nuclear stopping cross section of the ion in unit of eVAZ2. Hofer
and Littmark [17,30] have solved the transport equations for elastic atomic col-
lision to treat the cascade mixing. The accumulation of implanted projectiles
and compensation of density change by lattice relaxation has been accounted
for in the analysis. Matteson et al. [35] have treated the mixing problem based

on a theory of random flight , predicting that the mixing is analogous to ther-

mal diffusion with an effective diffusion coefficient, which is proportional to
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the ion flux and energy deposition density. Collins et al. [36] have solved
the problem with a diffusion approximation and using the collective current
concept, which showed a good agreement with the results from transport ap-
proach {17,30,33]. Recently, Johannessen and Sigmund [38] showed that it is
important to use the appropriate scattering cross section for the evaluation
of the magnitude and direction of both the shift and broadening due to ion
beam mixing.

Due to the limitations of various approximations imposed on the analytical
modelling of the collisional mixing, a completely different solution method of
the problem has been adopted by many authors, which is a development of
a Monte Carlo program that can simulate the collisional mixing processes

through a binary collision approximation [39,40].

4.3 Diffusional processes

4.3.1 Radiation enhanced diffusion

During ion bombardment many lattice atoms are displaced creating vacan-
cies and interstitials, the concentrations of which often exceed the equilibrium
thermal values in several orders. This increased concentration of point defects
drastically enhances the diffusional processes in the target, which is called
radiation enhanced diffusion [41,42]. In general, the diffusion coefficient is

expressed as the summation of various contributing mechanisms, i.e.

D= vava + fiDiCi + f2vD2v02v + - (4'29)
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, where f’s, D’s, and C’s are the correlation factors, partial diffusivities, and
concentrations for corresponding mechanisms(vacancy, interstitial, and diva-
cancy mechanisms). Usually, the binding energies of divacancies and higher
order aggregations are not well known, so it is common to consider only the
contributions of single vacancies and interstitials to the diffusion coefficient.
The radiation enhanced diffusion coefficient takes on one of three forms de-
pending on the temperature ranges [43,44]. At high temperatures defect
mobilities are so high that the radiation induced defects are lost quickly and
the thermal equilibrium vacancy concentration is large compared to the radi-
ation produced point defect concentration. Hence, the diffusion coefficient D
takes the thermal value and the activation energy is equal to E,{ + E7", where
E’,{ is the vacancy formation energy and E]" is the vacancy migration energy.
In the intermediate temperature range, most of the vacancies and interstitials

will be lost to fixed sinks, which leads to

k2+ k2 2K

, where K is the defect production rate, k; and &, are the fixed sink strength
for vacancies and interstitials respectively. The diffusion coefficient only de-
pends on the damage rate and nearly independent of temperature(varying
only as the fixed sink density such as dislocations). At lower temperature, the
radiation produced vacancy concentration becomes high enough that recom-

bination with interstitials begins to dominate, which gives

‘D, a2
Doy E 0w (4.31)
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log D

Figure 4.4: Temperature dependence of radiation enhanced diffusion

, where a is the lattice constant and D has an activation energy of 0.5E.

These three regimes are shown schematically in Fig. 4.4.

4.3.2 Radiation induced segregation

Under irradiation there are net fluxes of vacancies and interstitials to the
various sinks such as dislocations, voids, grain boundaries, and free surfaces.
If the composition of the defect flux is different from that of the target, there
will be a segregation of alloving elements to and away from sinks. This ra-
diation induced segregation caused by a coupling between defect and atomic
fluxes is a commonly observed phenome;lon, which may lead to a less-desirable
redistribution of the alloving elements: Precipitates may form in locally en-
riched regions even though the precipitated phase is unstable at the average

composition. Alternatively, precipitates which are stable may dissolve in de-
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pleted regions. In addition, a local alteration in surface composition may give
significant changes in the rates of void nucleation and growth.

Since Anthony [45] proposed the possibility of radiation induced segre-
gation, there has been extensive theoretical work to model the mechanisms.
However, due to the complexity of the phenomenon no complete physical
model exists. Three kinetic models have been developed based on (1) size
factor, (2) defect-solute binding for dilute alloys, (3) inverse Kirkendall effect
for concentrated alloys [46].

The size factor model can be used to describe the segregation of undersized
solute atoms which tend to preferentially exist as interstitials. Self-interstitials
in BCC and FCC metals are believed to exist in a "dumbbell’ configuration,
where two atoms share a single lattice site [47]. The strain energy of this con-
figuration can be lowered by incorporating an undersized solute atom into the
dumbbell for one of the solvent atoms. The small atom would tend to remain
part of the dumbbell, which would migrate by interchanging solvent atoms.
Thus, undersized solute atoms will be segregated to point defect sinks [48].

When the alloy is dilute enough that a point defect will usually interact
with no more than one solute atom at a time, the solute-defect complexes may
play an important role in segregation mechanism. Anthony [45] first proposed
that a solute could be dragged toward a sink along with a point defect if there is
a sufficient vacancy-solute binding. Johnson and Lam [49,50] and Wiedersich
et al. [51] have developed a model applicable to dilute alloys, in which the
various complexes are continually forming and dissociating, and the various

mobile defects diffuse through the concentration gradients. In Johnson-Lam
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model vacancies, interstitials, solute atoms, two kinds of interstitial-solute
complexes, and vacancy-solute complexes are considered, which gives a set
of six coupled partial differential equations for a binary alloy. When these
equations were solved numerically, significant solute segregation was found
at the surface in the temperature range 0.275, ~ 0.6y, depending on the
defect production rate. Furthermore, reduction of the displacement rate were
found to increase the amount of solute segregation and shift the segregation
temperature downwards. The Johnson-Lam model was modified subsequently
to allow spatially varying defect production rates, predicting that solute atoms
segregate to the surface and in the region beyond the damage peak of ion-
irradiated metals [52,53,54].

In concentrated alloys, a vacancy or interstitial will be generally sur-
rounded by several solute atoms, so the concept of binding between defect
and solute atoms may reasonably ignored. Manning [55,56], Marwick [57],
and Wiedersich et al. [58] have modeled solute segregation in concentrated
alloys using the so-called ’inverse Kirkendall effect’. In the Kirkendall effect,
unequal component diffusion coeflicients in an alloy having a concentration
gradient give rise to a vacancy flux resulting in destruction and creation of
lattice planes. In the inverse Kirkendall effect, a radiation induced vacancy
flux causes a flux of atoms and produces segregation of the alloy components.

The segregation model proposed by Marwick [57] for concentrated binary
alloys considers only the vacancy contribution to the inverse Kirkendall effect,
which is limited to alloys without a strong solute coupling to interstitial fluxes.

This model predicts that the faster diffusing species will segregate away from
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the sink climbing up the vacancy gradient. Wiedersich et al. [58] extended the
Marwick’s model to account for the radiation induced interstitial contribution
to the inverse Kirkendall effect. For an alloy with n components, the diffusion

equation can be written using the partial fluxes as

9Cy

5 = Ko—Lyg—Lr—V-(QJ) (4.32)
% = Ko—Lig—Lr— V- (QJ))

aC; , .

—E- = “V(QJ]) y ]—1,"',71

, where v, 7, and 7 denote vacancy, interstitial, and jth element in n-component
target respectively, C’s are concentrations, K, is the defect production rate,
L, and L;; are vacancy and interstitial loss rate to dislocations, Ly is v-
i recombination loss rate, and Q is the atomic volume. Furthermore, net

vacancy, interstitial, and atomic flux j;,, f,-, and J_; are given by

Ty = 2 Juj (4.33)
j

o= 2y
j

Jj = Jij—Ju;

, where J,; and J;; are vacancy and interstitial fluxes via atom j, which are

expressed as
QJ,; = dyj(CoVCj— CjVCy) (4.34)
OJ;; = —dij(CiVC; + C;VC)

, where the partial diffusivities d,; and d;; are given by

22 E™
dy; = FJZJ-V,,J- exp(—k—;f) (4.35)
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2 m
dij = 2Zjvijexp(—F

, where A; and Z; are the jump distance and coordination number of jth ele-

ment and vyj, ¥4, E{)’J'-, and Ez’;‘ are the vibrational frequencies and energy of
motion for the vacancy and interstitial of the jth alloy component. Moreover,

the loss terms in eq.(4.32) can be expressed as

2mpg eq
= TP__o NoZ 4.
Lvd ln(Rd/Ro)(Cv Cv )Zj:d‘UJCJ ( 36)
d = —TP__ 0N gC

j
6(d;j + dy;
Ly = 47rc,,c,-z((’;2—z"”)cj)
j 349

, Where p; is the dislocation density, R, is the spacing between dislocations
calculated from WR% = 1/pd, R, is the dislocation core radius, and Cg? is
the equilibrium vacancy concentration. Wiedersich et al. [58] solved the equa-
tion for a binary alloy system, predicting the similar segregation behavior as
Johnson-Lam model. This model is not applicable to dilute alloys in which
segregation via vacancy-solute complexes is known to be important. Segrega-
tion by interstitial-solute complexes can be taken into account by modifying

the energy of motion of A and B interstitials.

4.3.3 Surface(Gibbisian) segregation

In thermal equilibrium, the surface composition of an alloy is generally
different from the bulk [59,60]. According to the pair-bond model, if an ele-

ment has a lower surface binding energy than the other component, then the
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free energy of system can be lowered by exchanging the tightly bound com-
ponent on the surface with the loosely bound one from the interior [61]. The
difference in size may also give surface segregation of the larger component in
a concentrated alloys [62,63]. Because diffusion of atomic species is involved
in the phenomenon, the thermodynamic equilibrium can be reached only at
high temperatures. However, the high concentration of point defects produced
during ion bombardment greatly enhances the atomic mobility to allow the
equilibrium configuration even at low temperatures. In general, the surface

segregation in binary alloys [59,61] can be expressed with

cy _ CY AGs
Ty " —Cgexp(—— kT) (4.37)
_CY AH; ASs

, where C% and C§ are the surface concentration of A and B atoms respec-
tively, Cffl andC'Ibg are the corresponding bulk concentrations, AGs, AHs, and

AS; are the free energy, enthalpy, and entropy of segregation.
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Chapter 5.

Computer simulation of ion beam mixing

5.1 Computer simulation methods

The difficulties of analytic methods for the solution of ion transport prob-
lem in solids increase as the basic assumptions are removed to solve the trans-
port equation describing more complicated situations such as multilayered
targets. The high computational speed and large memory capacity of modern
digital computers have enabled us to adopt a totally different approach and
attempt to simulate the particle transport process directly without referring
to the transport equation. These computer simulation methods being used for
the study of radiation effects can be categorized in two groups, i.e. molecular

dynamics simulation and Monte Carlo method.

5.1.1 Molecular dynamics simulation

In this method [1,2,3] collective particle transport is simulated using de-
terministic ways in which the microscopic equations of motion characterizing
the dynamics of the many particle system are solved directly.

Suppose that the system consists of N particles. With the givén initial
position and velocity vector for each particle, the dynamical history of the
system is generated by numerically integrating the 3V simultaneous equations

of motion for the coordinate components of the N atoms in the system. This
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method is very useful in demonstrating the directional effects such as focusing
and channeling. However, it is presently limited to a few keV in ion energy

due to the present limit of the computational speed in today’s computers.

5.1.2 Monte Carlo method

Since particle collisions are usually described statistically, particle trans-
port takes on a highly stochastic nature, that of a random walk. The statis-
tical method for simulating transport process, commonly called Monte Carlo
method [4,5,6,7,8] estimates the expected characteristics of the system as

statistical averages over a large number of case histories of particles.

Definitions

Consider a random variable z defined on the interval a < ¢ < b. Since
we cannot predict with certainty what value this variable will assume, we
introduce the probability distribution or probability density function P(z)
governing the random variable, which is defined such that P(z)dz is the prob-
ability that « assumes a value between z and z + dx , with the normalizing

condition as

/‘;b P(z)dx =1 (5.1)

For example, the random number between 0 and 1 has the probability distri-

bution function of

P(R)=1 for0<R<L1 (5.2)
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that is, the probability distribution is uniform on the interval [0,1]. The other
example of interest is the probability of a nuclear collision in a distance dz

about z, which is given by
P(z)dr = X5 exp(—Xsz)dz (5.3)

, where ¥s is the macroscopic scattering cross section.
The probability that a random variable assumes a value less than z is given

by the cumulative distribution function C(z) as

Cle) = /a * P(o')dz' (5.4)

From this definition, C(z) is a monotonically increasing function of z and is
restricted to the interval 0 < C(z) < 1. In particular, C'(a) = 0 and C(b) =
1. The probability distribution function P(z) and cumulative distribution

function C(z) are illustrated in Fig. 5.1.

Sampling technique

The selection of the value of a random variable distributed according to a
given probability distribution plays a central role in Monte Carlo calculations.
Let Ppy(R) be the random number distribution function and P(z) be the
distribution function of a random variable z. The Pgy(R) and P(z) can be

related as
Ppy(R)dR = P(z)dx (5.5)
Integrating both sides and noting that Ppy(R) = 1, we get

R= / * P(<')ds’ = C(z) (5.6)
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Figure 5.1: Probability distribution function P(z) and cumulative distribution

function C(z)

z=C~YR) (5.7)

, which gives the equation from which one can select z values from random

numbers. This is also illustrated in Fig. 5.1.

If we consider again the previous example of path length for a nuclear

collision, then from the probability distribution function we can get

O(z) = /(:P(:z:')dz' (5.9)

1 —exp(=Z;5z)

]

If we denote a random number by R, then eq.(5.6) leads to

R=1-exp(—L;z) (5.9)
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, Or
1
g=—-—In(1-R) (5.10)
I

Since 1 — R is also distributed in the same manner as R on the interval [0, 1],

we obtain the well-known expression as

1
= ——1 .
z 5. nR (5.11)

, which shows how to determine the step length for a nuclear collision.

Accuracy of Monte Carlo method

The measurement of the accuracy of the Monte Carlo method can be

expressed in terms of the standard deviation o , which is defined as

o = (Zi]\él(;ﬂ\;‘—i)2>l/2 (5.12)

LN 1/2
= (7\7 PIEH —5«'2)

i=1

The accuracy increases as the number of simulated histories, however, in the
1

manner of N™ 2 , which means that we must increase the sample size by a

factor of 100 to reduce the error by a factor of 10. This slow convergence

represents a major drawback of the Monte Carlo method.

Variance reduction technique

In an analogue Monte Carlo method, all particles which undergo a par-
ticular event contribute a score of 1 to the result of interest. However, the

application of Monte Carlo methods to the direct simulation of transport
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processes in which rare events are important is very inefficient because most
computation time is spent on more probable particle histories that do not con-
tribute significantly to the desired result. Such physical analogue calculations
not only require enormous sample size to yield results of sufficient accuracy,
but they can also push the problem beyond the capability of random number
generators, possibly giving rise to correlated samples. Therefore, it is of great
interest to reduce the error without necessarily increasing the sample size. In
a non-analogue Monte Carlo simulation of particle transport, variance reduc-
tion methods are adopted to attempt to bias the original problem so that
the regions which contribute most to the desired answer are sampled most
frequently.

To illustrate the idea of importance sampling, let’s consider a function
f(z) with a probability distribution function p(z) defined on [a, b]. The mean

value of f(z) is given by

b
< f>= /a F(2)p(z)dz (5.13)
In an attempt to reduce the error by reducing the variance given by
ol=<fl> < f>2? (5.14)

, let’s sample = from a different probability distribution function p(z) with a

weight for each point = as

p(z)
w(z) == 5.15
@) =2 (5.15)
and score the samples as f(z) = f(z)w(z). In this way, we preserve the mean

value, i.e.

<f> = /ab F(2)p(z)de (5.16)
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b
[ f@wp(a)de =< £ >
However, the variance will be different, that is
7 = <ff>-<f>? (5.17)
= / Pz)p(z)dz— < f >2

= /f2 x)”( ;d:c—-<f>27éa

Since 2 > 0, it is apparent that if we can choose D(z) such that over an

important region

p(z)
) < 1 (5.18)

, then we can reduce the variance. Actually, if we could choose §(x) such as

#(a) = () L2 (519)

, we find that 2 = 0. Of course, if we knew < f >, we would not need to

sample for it. Instead, we can try to choose p(x) such that

f(z )% ~ constant (5.20)

To accomplish this, we may take more sample values in some region than the
others.

The most frequently used and safe importance sampling method is the
splitting and Russian roulette [8]. In splitting, we can artificially bias a Monte
Carlo calculation to emphasize the particles moving toward more important
region by replacing each particle with n equivalent particles, each with a new
weight reduced by % In Russian roulette procedure, we can randomly termi-

nate particle histories moving toward less important region and increase the
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weights of the surviving particles accordingly. In this way, the total weight of

the system is conserved.

5.2 A dynamic Monte Carlo program TAMIX

-Transport And MIXing from ion irradiation

5.2.1 Transport procedure
Assumptions

There are several assumptions on which TAMIX is based.

The target is assumed to be amorphous, that is, the directional charac-

teristics of the real lattice are neglected.

e A planar target geometry is considered, which imposes one dimensional
variations of materials profile, even though the transport procedure is

conducted in three dimensional space.

¢ A moving atom loses its energy via nuclear and electronic stopping pro-

cesses, which are independent each other.

¢ Binary collision approximation is used for the nuclear scattering between
a moving atom and a target atom. The simultaneous collision with more

than one target atom is neglected.

e The scattering angle is calculated from the classical scattering integral

given by eq.(2.36) and eq.(2.37).
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e The mean free path assumption is used, that is the distance between

successive collisions has the exponential distribution as in eq.(5.3).

¢ Between nuclear collisions, a moving atom loses its energy continuously
through electronic stopping process, which however doesn’t alter the

direction of the moving atom.

o The history of moving atom is terminated if it gets out of the target

surface or its energy goes down below a cutoff energy.

Scattering cross section calculation

To determine the path length traversed before next nuclear collision, the
scattering cross section has to be calculated. From physical understanding of

a nuclear collision, the scattering cross section will be given by
-3 _ .2 |
op =N, ° = TPmaz,o0 (5.21)

, where Ny is the total atomic density of the target and pmaz o is the radius of
the equivalent circular cell, which is shown in Fig. 5.2. Eq.(5.21) gives the up-
per limit of scattering cross section, which results in the average interatomic
distance for a mean free path between collisions. However, at high energy
most of the collisions give small deflections of the moving atom and conse-
quently, small energy transfer to the target atoms, which does not contribute
significantly to change the simulation results. Hence, to accelerate the calcu-
lation at high energy an adjusted maximum impact parameter pmqr smaller

than pmaz, o is used, which gives the larger mean free path or less nuclear col-



94

~1/3

N1/

Figure 5.2: Equivalent target atomic cell

lisions ignoring the insignificant ones. Two criteria are used to determine the

appropriate pmaz, which are based upon deflection angle and energy transfer.

® Dmaz,q 1S the impact parameter which gives the deflection angle of the
moving atom @p;p(~ 1°), by which the collisions with a smaller deflec-

tion angle are neglected.

® Dmaz,e i1s the impact parameter at which the moving atom transfers
the displacement energy E,, resulting that the lower energy transfer

collisions are neglected.

To be conservative, the larger value between Pmaz,a and pmaz e is used. There-

fore, the final expression for pynaz will be

Pmaz = min([’maz,m ma-X(Pmax,ay Pmaz,e))

——
(W1
b
(V]

N
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Figure 5.3: Various Pmaz’s for Be into Ni
, or equivalently
-3 2 2
ot = mln(Nt sma'x(n'pmaz,a’wpmaz,e)) (5.23)

Fig. 5.3 shows an example of Be ion in Ni target. As seen in the figure,
the angle criteria gives a monotonic increasing impact parameter as the ion
energy is reduced. But, the energy criteria shows a maximum behavior, below
which the impact parameter to transfer Ey decreases rapidly approaching a
threshold energy E;{‘, where A is the energy transfer factor.

In a surface region, however, sputtering is an important process resulted
from the near-surface collisions, which is dominated by low energy collisions.
Hence, if the collision occurs within some distance from the surface, the most

conservative way is used, i.e.

_1
z < nyN, 3

—~
Ut
[ 3]
N

g

Pmaz = Pmaz,o if
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, Or

-2 _1
ot = N, 3 if z < ngNy 3 (5.25)

. where z is the position of the moving atom from the surface and ng is the

number of atomic layers considered as surface region (~ 8).

Step length determination

Before describing the way to determine the step length between collisions,
let’s examine the electronic stopping processes. The program TAMIX uses Se
developed by Ziegler et al. [9], which is described in section 2.2 along with
the velocity proportional formula as in Lindhard’s for low energy region [10].
Because the interactions with target electrons reduce the energy of the moving
atom continuously, the effective Se is also changing with energy during its
motion. To take into account of this continuous energy loss, we can assume a
linear dependence of Se(E) for a small interval of energy difference AE, that

is

Se(E) C1E + Cq (5.26)

Se(E—~AE) = Cy(E—-AE)+Cy

, which gives the expression for the slope C as

_ Se(E) = 5.(E — AE)

1 AE

(5.27)

Furthermore, the step length Il traversed during the energy loss AE is ex-

pressed as

le E-AE JE' E-AE  dF'
o= fd= dE’/dl_—/E N:Se(E) (5:28)
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_ AE 1( Se(E)
= mmﬂn—&w-amflaqum)

Hence, if AE is set as a fraction of the initial energy E such that
AE = fE , f~02 (5.29)

, then

- fE . Se(E)
- Ni(Se(E) — Se((1 — f)E) ! (Se((l — f)E)> (5.30)

le

In general, the target is composed of many layers with different materials
and compositions, which are again divided into small sublayers. To determine

the step length, three dimensionless distances are compared, which are given

by
S, = —hR (5.31)
4
&"A_Mm
Ll
53 = X_Ntat

, Where R is a random number between 0 and 1, )\ is the mean free path, oy is
the total scattering cross section in the present layer calculated from eq.(5.23)
and eq.(5.25), [y is the distance from the present position to the next material
boundary along the direction of motion and [ is the distance associated with
the fractional energy loss given by eq.(5.30). The first equation comes from
the exponential distribution of the step lengths given by eq.(5.3) and the final

step length S is determined from

S = min(S1, S9, 53) (5.32)
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If $ = S7, then it will make a collision at the new position. If not, it will move
further in the present layer(if S = S3) or begin to move in the next layer(if

S = S9) with a reduced energy and S such that

E — E-AE (5.33)

S — S-S

, where AF is calculated from

AE=(1-f)E (11”_‘3:5;(‘_ kk/\li)) (5.34)
with k given by
k= Nt Se(E) _ Se((l — f)E) (535)

fE
In this way, the particle will proceed until S equals S7, where will be the next

collision point. Fig. 5.4 shows the situation for 5§ = S3.

Target atom selection

For a multicomponent solid, the target atom as a collision partner is se-

lected using the discrete probability distribution function as

OiXi :
Pz=—z-:—ﬁ-—-l—;f——- 3 Z=1,"',Tl (536)
j=19Xj

, where n is the number of the atomic species, o; is the scattering cross sec-

tion of ith element described previously, and x; is its atomic fraction. The

cumulative distribution function will be
Lj=1%iXj _ o}
Xi-19ix5 o

= R

Ci (5.37)
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Figure 5.4: Illustration of step length selection

, where R is a random number between 0 and 1. Thus, the target atom for

collision will be ith atomic species if

i—-1 ]
e <Rr<Z , i=1,---,n (5.38)
a.C a.C

Impact parameter selection

After determining the target atom we have to choose the impact parameter
to calculate the scattering angle. The impact parameter p for a nuclear col-
lision is selected by sampling for a point from a uniform areal distribution of
points inside a circle of radius pmaz, which is given by eq.(5.22) and eq.(5.24).

From Fig. 5.5 the probability distribution function can be written as

27 pdp 2pd
P(p)dp = Wpé’ p _ zpep

(5.39)

2
maz Pinaz
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Figure 5.5: Illustration of impact parameter selection

, which gives the cumulative distribution function as

p2

Clp) = (5.40)

P2z

= R

, where R is a random number. Hence, the final expression for the impact

parameter selection will be
p= pmaz\/ﬁ (541)

Scattering angle calculation

The axial scattering angle in the center of mass system between two

charged particles under the influence of a repulsive screened Coulomb po-
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tential is given by eq.(2.36) and eq.(2.37), i.e.

6 = x—2b / 0 - dzl (5.42)
, where zq is the root of the equation:
z 1 2 92
] —=P(~-) — = .
~8(2) =67 =0 (5.43)

, where b is the reduced impact parameter (p/a), € is the reduced energy, and
® is the screening function. This equation cannot be solved analytically, so
we have to use a numerical integration. However, one sees that the integrand
has a singularity at z = zp. To get around this problem [11], the integral (I)

can be expressed as

dz

20
I=hLH+I, =
1+ /0 — Z2P(L) — p2,2
1 E(D(ZO) bz

(5.44)

1 1

+ /zo : — dz
O \Vi-ged) - e 1o ze(d) -2

The first integral I; has an analytic solution as

1 s =1 ]. -— b2zg
=_{= — 0 5.45
I 5 {2 sin <1+5228 (5.45)

and one can calculate /9 using a numerical integration quadrature. The re-
sulting expression is

2,2
1—b20

— 9un—1
0 = 2sin (—_1’1'5228

) — 2b], (5.46)

In Fig. 5.6 , the scattering angle for the Universal potential is shown as a

function of € and b.
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Figure 5.6: Scattering angle for the Universal potential
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The program does not perform the numerical integration during its run
because of the long cpu time devoted to the repeated integration. Instead,
it evaluates the scattering angles using two dimensional scattering angle ta-
ble that is prepared beforehand as a function of € and b for a specific inter-
atomic potential. The scattering angle is calculated at any € and b from a
2-dimensional interpolation with the table. At very high energy or with a
small impact parameter compared to energy, the simple Coulomb potential is

used, which gives the analytic expression for the scattering angle as
1

5) i e>10%,0rb < 0.05(1+1loge)  (5.47)

bcout =2 ta,n-l(

The average relative error was estimated as low as 0.2 % and the maximum
error of about 3 % at hiéh energies with small impact parameters, which
doesn’t contribute much to the final result because the collision with a small
impact parameter has the lowest probability to occur.

Eventually, the scattering angle in the center of mass system is converted
to the scattering angles of the incident particle and the recoil atom in the

laboratory frame using the relation as

Mo sin 6
My + Mg cos 8

91 = tan"l(

T —6
2

) (5.48)

J9

, where ¥] and 99 are the scattering angles of the incident and recoil particles
respectively.
The azimuthal scattering angle ¢ can be calculated from the assumption

of the azimuthal symmetry, which yields

1 = 27R (5.49)
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Figure 5.7: Directions before and after a collision
Y
P2 = T—¢

, where R is a random number.

New direction after collision

To track the particle position we have to know the new direction after a
collision. Suppose that we wish to calculate the new direction % from the
original direction g, scattering angle ¥, and azimuthal scattering angle ¢,
which is illustrated in Fig. 5.7. @ and gy can be expressed with their direction

cosines with respect to X, Y, and Z axis respectively as

~

g = (azp,ayg,az) (5.50)

u = (ag, Ty,az)

From the figure it can be seen that
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@ = sin ¥ cos z* + sin ¥ sin pJ* + cosPz* (5.51)
, where &*, §* and 2* are the unit vectors in the new coordinate system
X*,Y*, and Z*. Obviously,

Ak

2% =dg = (az0, ayp, a,0) (5.52)

Because the plane from which the azimuthal angle ¢ is defined is arbitrary,
we can take a plane that is normal to the Y — Z plane. To get £*, we can use

the relations as

£ -dp = 0 (5.53)

¥z = \/l—ago

, which gives £* as

- 1

T = —T(l - ‘130, ~az00y0, —az0a,0) (5.54)
V 1- az0
Furthermore, §* can be obtained using §* = 2* x &*, which yields
- 1
= ) (0, a0, ayO) (5.55)
1 —a%

Using the eq.(5.51), we finally get the expression for the new direction cosines

as

az = y/1-— ago sin ¥ cos ¢ + azg cos ¥ (5.56)
—0ag(0ay0 SIn Y cos @ + a,qsind sinp + aygy/1 — a%o cos v

V1= a2
—az0a0sinV cos g — aygsinIsing + a,9y/1 — a%o cos v

V1 -ag

Similarly, the new direction cosines for the recoil atom can be obtained with

ay =

aQr =

its axial scattering ¥9 and azimuthal scattering angle 9.
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Figure 5.8: Displacement model used in TAMIX
5.2.2 Displacement model

A modified Kinchin-Pease model [12] is used for the defect production
mechanism in TAMIX, which is illustrated in Fig. 5.8. In the figure, E!
denotes the energy of the incident atom after collision, T denotes the energy
transferred to the target atom, and E. is the cutoff energy at which the particle
trajectory is terminated.

To accurately assess the defect distribution one has to follow all of the
recoils generated, which needs a large amount of computation time. However,
an approximation can be made for the higher order recoils using an analytical
expression for the defect production becausg the higher order recoils have lower

energies and do not penetrate a long distance from their creation points. The
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program TAMIX uses the expression given by Robinson [13].

085  if 2B4< B,

v(T)=19 1 if E;<E,<2E, (5.57)
0 if  E,<Ey
, Where
T
E, (5.58)

T 1+ kgg(eq)

, where

kg = 0133422301 1/2 (5.59)

g(ea) = e4 +0.40244s5* 1 3.4008¢ /8

, where ¢4 = 0.010142; /3T,

Usually the displacement energy Ej; is defined in the bulk far from the
target surface. It is the minimum energy to create a stable Frenkel pair sur-
vived from the instantaneous recombination. The minimum distance between
vacancy and interstitial is supposed to be 3 ~ 5 interatomic spacings [14].
However, in the sputtering process most of the sputtered atoms come from
the near-surface atomic layers, from which the surface binding energy is nec-
essary for an atom to be ejected. Especially for an atom located just at the
surface we can assume that the effective displacement energy would be zero.
From this simple argument it can be concluded that there should be some
smooth transition of the effective displacement energy near the surface of the
target from 0 to the bulk value E;. In the view that the binding energy
is proportional to the number of bonds by which an atom is connected, the

displacement energy can be modeled as
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E; o number of bonds o volume P (5.60)

, where z is the distance from the surface in the unit of interatomic spacing.

Therefore, E4 can be expressed as

Eq(:5)? if  z<ng

Ey(z) = (5.61)

Ey if z2>2ng
, where ng; is the number of atomic layers considered as the surface region(~

8).

5.2.3 Sputtering process
Sputtering model

When a moving atom reaches the surface directing outwards, it is consid-
ered to be sputtered if it has enough energy to surmount the surface barrier
denoted by the surface binding energy. Because of the existence of material’s
discontinuity at the surface, it is necessary to modify some of the collision
model in the near-surface region. In addition to the scattering cross section
the impact parameter selection model should also be modified.

The surface model adopted in TAMIX is the ’random surface model’, in
which the atomically rough nature of the surface is modeled along with the
distant collisions that are presumably believed to occur at the surface. The
idea of random surface model is shown schematically in Fig. 5.9, where the
geometric surface is a fixed mathematical boundary between the target and
the vacuum. However, it is very unusual to have such atomically flat surface,

especially during ion bombardment. Hence, for a collision near the surface



109

geometric real
surface surface

Figure 5.9: Illustration of the random surface model

another plane is constructed randomly within the first interatomic distance
from the geometric surface, which will be called the real surface hereafter.

The location of the real surface is given by

Zps = R.«Vt_% (5.62)
, where R is a random number, and N; is the target atomic density in the
surface region. Suppose that a moving atom has come to make a collision at
the position A in the direction shown. The first trial to search for its collision
partner will be made on the disc with a radius pmaz, which is perpendicular
to the direction of the moving atom. Two random numbers are used to locate
the position of the target atom, one of which is for the impact parameter
and the other for the azimuthal scattering angle. If the target atom found

in this way is inside of the real surface, then the moving atom is forced to
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make a collision with that target atom. If it is outside the real surface, the
search will be tried on an adjacent concentric ring disc which has the same
area as the first disc, checking the position of the target atom. In this way, the
probability for each trial will be the same. If the last trial(set to 3 in TAMIX)
fails, the moving atom is considered not to make a collision at that position
and proceeds further for a next collision. A moving atom is considered to be
out of the target only if it reaches the geometric surface with enough energy
to overcome the surface potential. Otherwise, it is considered to remain inside
of the target, making collisions and moving through the solids.

The binding energy between atoms on the target surface influences sput-
tering in two ways, First, it provides a barrier which must be surmounted by
escaping atoms and hence plays an important role in determining the sput-
tering yield. Second, its directional properties influence the direction taken
by the sputtered atoms. Two forms of surface barrier have been considered in
TAMIX [15]. One is a planar surface barrier and the other is a spherical(or

isotropic) surface barrier, which are expressed respectively as

—%—E : planar surface barrier
U={ costo P (5.63)

FEg : spherical surface barrier

, where @ is the angle from the surface normal and E; is the magnitude of the
surface binding energy. The planar potential is more suitable for most metal
targets and the isotropic potential is better for semiconductors.

In the planar barrier parallel to the target surface, only the normal compo-
nent of the velocity is affected. Consequently, the atom is refracted away from

the surface normal and if its normal component is low enough, it may even be
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Figure 5.10: Refraction of the sputtered atom by a planar surface barrier

reflected back into the solid. The amount of refraction can be calculated with

Fig. 5.10, which gives the component-energy conservation as
Eisin?8; = Egsin?6, C (5.64)
E cos? 1 = Ey cos? 09 + E;

, where E', 0 are the energy and angle of the atom before passing the sur-

face barrier respectively and Esg, 6 are those after it is sputtered. The final

expression for the energy and angle taken by the sputtered atom will be

Ey = Ej-E, (5.65)
Ejcos?8; - E;
g =
cos B9 \J EL—F.

According to the above equation, it can be easily seen that for a given angle,

01, there should be a minimum energy for sputtering given by
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E
E1 min = __cos;gl (5.66)

. in other words, if the energy of the atom reaching the surface is smaller than
E1 min, then it will be reflected back into the solid.
In an isotropic surface barrier, there is no refraction at the surface, hence

the energy and direction of the sputtered atom will be given by
Ey = Ey-FE; (5.67)
0y = 0

As in the planar barrier, if the energy is lower than Es, then it will be also be

reflected back into the target.

Surface binding energy

For a single element target, the sublimation energy AH® will be a good
approximation to the surface binding energy E;. However, in multicomponent
targets such as alloys or compounds, the surface binding energy should be
different from element to element. The surface binding energy in a general
multicomponent target can be modeled using ’pair binding model’, in which
only the nearest neighbor interactions are considered. If we denote the binding

energy for a pair of atoms as U, then for a pure elemental target

Es = gU = AH® (5.68)

, where Z is the coordination number and in the expression it is divided by 2
because the number of bonds at the surface is half of that in the bulk. Suppose
that A and B form a binary alloy with composition x 4 and x g, then the heat

of mixing per atom will be expressed as
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Upa+U
AH™ = ZXAXB(—éAT!ﬁ —UaB) (5.69)

, where the coordination number Z is assumed to be the same for each compo-
nent and Ug 4, Upp, and Uy p are the binding energy between A — A, B— B,
and A — B atom pairs respectively. Similarly, if A and B make a compound

with a known composition x4 and X%, then

Uga+U
AH! = ZxGx (24 57EE — Uyp) (5.70)

, where AHY is the heat of formation of the compound per atom. Hence, we

can obtain the general expression for U;; as

A VA AHS
Uij = GUi+5Uj - —“XZQX?) (5.71)
1 AHS

, where AH? and AH j?o are the heat of sublimation of ¢ and j component in
their elemental state and AHY is the heat of formation(or mixing) per atom
of the compound(or alloy).

As in the elemental target, the surface binding energy of the ith component

can be expressed as
. g N
Es =5 Zl x;Usj (5.72)
J:
, where n is the number of components in the target. Inserting eq.(5.71) for

U;j, we can get the final expression for the surface binding energy of the ith

element in a multicomponent target as
AHS
XiX§

In Fig. 5.11, the component surface binding energies are shown for a binary

. 1 X2
Ej=3 Zl Xj(AHS, + AHS, — ) (5.73)
J:

alloy with AHS = 0 as in ideal solution.
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Figure 5.11: Component surface binding energy for an ideal binary solution
5.2.4 Optimization

Importance sampling

As di‘scussed in section 1.2, the program TAMIX adopts splitting and Rus-
sian roulette as a variance reduction technique. In the target, one important
region is designated with an importance I and the importance of the unim-
portant region is set to 1. If a particle enters the important region from an
unimportant region, then the splitting is activated such that the particle is
replaced with I equivalent particles, each with a weight reduced by ]1- and the
split particles are followed individually. On the other hand, if a particle is
coming out of the important region to unimportant region, then the Russian
roulette is applied as follows. First, a random number R between 0 and 1

is generated. Next, if R is greater than-}. then the particle is killed. If R is
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smaller than -11', the weight of the particle is increased by I, then is followed
further. In this way, the total weight of the system is preserved and more
precise picture is taken in the important region compared to the unimportant

region.

Vectorization

The state-of-the-art supercomputers such as Crays and CYBER-205 are
characterized by their special capabilities for vectorized or parallel calcula-
tions. However, their full potential speed is attainable only in ’vectorized’
programs. The very nature of Monte Carlo program precludes direct conver-
sion of scalar codes to the vector computers. Indeed, the effective vectoriza-
tion of Monte Carlo program can be achieved only through major changes in
global algorithms and careful selection of compatible physics treatment. The
vectorized algorithm may be described as an ’event-based’ algorithm versus
the conventional history-based’ algorithms of scalar Monte Carlo codes. In
a scalar Monte Carlo algorithm, one particle at a time is followed until its
history is terminated. In a vectorized Monte Carlo code, the algorithm fol-
lows ’event’-a portion of a history, and processes the particle vector for many
events, continually updating the particle vector by eliminating depleted par-
ticles and adding new particles until the requisite number of simulation is
performed. There have been studies related with the vectorization of scalar
Monte Carlo codes, increasing the speed by a factor of 20 ~ 85 [16,17,18]. The
program TAMIX is vectorized such that a given number of ions are followed

simultaneously, continuously adding the generated recoil atoms in the particle
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Figure 5.12: CPU comparison with TRIM.SP and TAMIX for a sputtering

calculation, D on Au

stack until all of the moving atoms are deleted from the stack by one of the
termination mechanisms. Then, the next ion bundle is followed until the given
number of ion histories are simulated.

In Fig. 5.12, the CPU’s used with TRIM.SP code [19]-most heavily used
sputtering code and TAMIX code are compared for a sputtering calculation
for D on Au with 4000 ion histories. As seen in the figure, the non-analogue
and vectorized TAMIX code is more than 20 times faster than the analogue
and non-vectorized TRIM.SP at the highest energy investigated of 20 keV.
The speed gain at the lowest energy of 0.15 keV is about 4. The increased
speed gain at the higher ion energy comes from the fact that for higher ion

energy more recoils are generated, all of which are added to the particle stack



117

and followed simultaneously in TAMIX. Similarly, it can be expected that the

speed gain will be higher for heavy ions than for light ions for the same reason.

Other features

For the purpose of efficient use of the program to a given specific problem,
some special features are built in TAMIX. The first thing is the grouping of
the recoils. The incident ion is designated as group 0. The primary recoils
will have the group index 1, the secondaries 2, and so on. For example, if
we are interested only in the jon distribution, we just need to follow the ion,
ignoring the recoils. Hence, the group number to be followed will be set to 0.
Furthermore, in some problems the exact results, which are only attainable
by following all of the recoils, can be approximated by using a smaller group
number without spending much simulation time. This grouping of recoils are
shown schematically in Fig. 5.13.

The second feature is the use of dynamic memory allocation because the
actual memory size necessary to store the particle information depends on the
specific problem. For example, the number of recoils generated by light ions is
much smaller than that by heavy ions. Since the size of an executable program
strongly depends on the memory size used, the appropriate use of the dynamic

memory allocation routine will increase the efficiency of the program.

5.2.5 Dynamic simulation

The program TAMIX is a dynamic Monte Carlo program which can sim-

ulate the dynamic change of the target as a function of ion fluence. Actually,
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Surface

Figure 5.13: Grouping of recoils

at low ion fluence the problem can be simulated using the static simulation
because the target is not much different from the initial target. However, at
high ion fluence the target is changing significantly from the initial state. Also,
the ions implanted previously will behave as another target species, affecting
the ions bombarding later.

The dynamic feature of the TAMIX is carried out by use of the ’pseudo-
particles’ and layering of the target. A pseudo-particle is a particle that is
equivalent to a given number of real particles(ions, target atoms). Suppose
that the total ion fluence @t is simulated with Ny ion histories. Then, each
pseudo-ion corresponds to 7%; ions. Also, the target atoms contained in a
small layer are scaled accordingly, that is, if a layer has N target atoms per

unit area, the number of pseudo-particles associated with the layer will be
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(5.74)

Of course, these Ny, pseudo-particles are distributed according to the atomic

fraction in the layer such that
Njp = NppCi (5.75)

, where C; is the atomic fraction of ith atom in that layer. The deposition and
removal of each atomic species for all layers are recorded during the history
of one pseudo-ion. After the termination of a pseudo-ion history, the net
change in each layer is calculated. Because the accumulation or depletion of
pseudo-particles gives physically unreasonable atomic densities in some layers,
each layer is relaxed to the normal density using the corresponding atomic
volume of each component. Furthermore, to prevent the averaging effect in
the extremely expanded layers due to accumulation, the expanded layers are
appropriately divided such that its thickness lies between 0.5Az2, and 1.5Az,,
where Az, is the initial thickness of the layers. Also, if a layer is collapsed
to a thickness smaller than 0.5Az,, then it is combined with the next layer
to give the new thickness and composition. Using this dynamic capability of
TAMIX, not only the collisional mixing in the bulk but also the erosion of the
surface due to sputtering can be properly taken into account as a function of
ion fluence.

It is not an easy task to determine the proper number of the simulated ion
histories for a given ion fluence. If too small number of ion histories is used,
the result will be far from the real situation. On the other hand, if too many

ion histories are used, it will require extreme computation time even though
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it is closer to the real world. In TAMIX, the maximum fractional number
change in a layer is being checked to be around 0.2. If it is much higher than
0.2, one has to use more ion histories. On the other hand, if it is much smaller
than 0.2, a fewer number of ion histories can be used to save the computation

time.

5.2.6 Diffusion incorporation

The radiation enhanced diffusion due to the high point defect concentration
produced during ion irradiation and the radiation induced segregation caused
by coupling of defect and atom fluxes were described by the diffusion equation

in section 4.3. In one dimension as in ion irradiation, the resulting equation

will be
ocC. acC
8; = Ko—Lyg—Lr— Zd,,] C,, ’) ax(CJ ”))(5.76)
oC; 0 oC; 0 oC;
th = K, —de—Lr+ZJ:d,J P (C; 81)+%(Cj—8;’))
aC; aC; aC; 8, ., 9C; aC
T = g O Ot dig Gl — o
’ .7 = 1,' ,n
with
— 27pd —(ed O
ot = QR Ry @ )%:d”’c’ (517
L. B )
Lid = TRyl 2410

Ly = 47rc,,c,~z(—(—’;7}£ﬁcj)
j i4i
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and
Y m
duj = < Zjvujexp(-—2) (5.78)
2 m
dij = < Zjvijexp(——Z)

, where the notations are the same as in section 4.3. In the TAMIX program
this diffusion equation is numerically solved simultaneously, along with the
collisional part of the code as follows. First, the total irradiation time is
appropriately divided with a global time step Aty. Next, the corresponding
number of ion histories are followed without diffusion, creating defects and
modifying the target by only collisional processes. Then, the resulting target
profile is used as an initial condition to solve the diffusion equation from
time=0 to time=Aty. The defect production rate is assumed to be constant
during diffusion, which is

Kol(z) = é-f% (5.79)

, where AC;(z) is the depth-dependent defect concentration resulted from
the collisional simulation in A¢y. The concentration profile obtained from the
diffusion equation will then be used as an initial target configuration for the

next collisional simulation, and so on.

Numerical technique

To solve the diffusion equation, TAMIX uses 'methods of lines’, in which
the space variable z is discretized while leaving the time ¢ continuous [20,21].

The resulting system of stiff ordinary differential equation is solved with an
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ODE solver(LSODE) [22] in Crays along with boundary conditions. Since the
target geometry in ion irradiation is semi-infinite, the boundary conditions

will be

Cy(0,1)
C;(0,1) qu

cee (5.80)

at the surface and

Co(oo,t) = C1 (5.81)
Ci(oo,t) = Cc?

Cj(oo,t) = C? , j=1,---,n

, where C;? is the initial concentration of the jth atom far from the surface.
The missing boundary condition can be obtained from the conservation of

atoms in the target, that is

at/ (@, t)dz =0 , j=1,--,n (5.82)

The space is discretized with its nodal values z!,z2, -,z where z!
corresponds to the surface and z?V to the point far inside the target. The nodes
near the surface are made denser than in the bulk since large concentration

gradients will develop near the surface. At the kth node the differencing can

be made with

( 15, (5.83)

(hk=1 4 pk) hk

C Ck-—l
22 T VY2
_Cl pk—1 )

acz N 2 ( Cf+% ch+1_ ck
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1 (cf + ctthcstt - ch)
hk=1 4 pk hk

(CF 1+ ohy(ck - ok
- RE—1

, where k = 2,---, N — 1 and h* = zk+1 _ 2k Applying this to the diffusion
equation yields (n +2)(/N —2) ordinary differential equations for n component
target.

At the right boundary(z = zN),

ocN acN ack

- ot - o =0 o, 3=Loun (5.84)
At the surface(z = z1),
ocl act
T = o (5.85)

However, for the jth atomic component, we only have the implicit boundary
condition given by eq.(5.82) imposing the atom conservation. The equation

for the jth component can be rewritten as

oC; 0 :
_é_il =_E(QJJ.) , j=1,---.n (5.86)

Inserting this into eq.(5.82) and noting that at the right boundary all of the

fluxes are 0,

© 9
| =5 Qe = QJ; lemg ~0j le=oo (587)

= QJj I:L':O

= 0
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Thus, the differencing at the surface yields

oc} 1 3
J ~ _ 2 _qJjl
¥ ToEAR (QJJ- QJ;) (5.88)
L o/
= _mﬂ'}] ’ J= 17 s T
Using the expression for 2J;, we finally get
ac}
—Z (5.89)
ot

1

(h_11)2 {dij((cl+cH)(Ct-ch+(Cl+CH(CE-CP)
+  dy((Cy + C(CE - Cf) = (Cf + CH(C] - Cy)) }

’ j=1,°"’n

5.2.7 Structure of TAMIX

The structure of TAMIX is shown in Fig. 5.14 with respect to the flow of

logic.
o Input: reads the input file, atomic data file, and scattering angle table.

e Preparation: prepares the scattering cross section table, electronic stop-

ping table, intermediate variables, and frequently used temporary vari-
ables. Only when preparing Se table, subroutine HSTOP, HESTOP,
HISTOP are used.

e Collisional: simulates the collisional processes, which is one of the major

bodies of the program.
e Diffusional: solves the diffusion equation numerically.

e Output: outputs the results at intermediate and final ion fluences.
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Figure 5.14: Structure of TAMIX
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Chapter 6.

Results and discussion

The program TAMIX can be run in three modes, that is
1. Static mode

2. C-Dynamic mode(collisional)

3. CD-Dynamic mode(collisional and diffusional)

For low ion fluence, typically under 1016 ions/ cm?, the implanted ion con-
centration is quite low compared to that of the target atom and the target
changes very little from its initial state. Hence, the program can be run in
Static mode, where the modification of the target due to the bombarding
ions is neglected.

At high ion fluence and at low target temperature, there should be a sub-
stantial modification of the target and the implanted ions will be incorporated
as one of the target species for the ions arriving later. Thus, any nonself-ion
irradiation will be eventually result in a multicomponent target, which is con-
tinuously modified. Furthermore, the low temperature of the target suppresses
the diffusional processes, even though there is some possibility of enhanced
diffusion due to the increased point defect concentration during ion irradia-
tion. To see the dynamic response of the target for this case, the C-dynamic

mode can be used, where only the collisional processes are considered. With
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this mode the preferential sputtering, altered layer formation, collisional mix-
ing and rearrangement of the target composition profiles can be studied as a
function of ion fluence.

At high fluence with high target temperature, the diffusional process is
triggered, which includes the surface segregation, radiation enhanced diffu-
sion, and radiation induced segregation. In the program TAMIX, the several
diffusional processes are considered, in which the radiation enhanced diffu-
sion and radiation induced segregation are taken into account with the use of
coupling of the partial fluxes between point defects and atomic species. This
mode of TAMIX corresponds to the third mode, CD-dynamic mode. In
the following sections, each run mode has been applied for the investigation

of specific interest.

6.1 Static mode

6.1.1 Range and damage distribution

Fig. 6.1 Shows the TAMIX calculation result of the damage and ion dis-
tribution for the 14 MeV Cu irradiation on Ni target along with the measured
Cu distribution measured by L. M. Wang using AEM techniques [1]. The
heavy ions are frequently used to simulate the neutron damage to the ma-
terials because of the higher damage efficiency compared to that of the fast
neutrons [2]. The fluence was 6 x 1016 jons/cm? and the target temperature
during irradiation was maintained to 500 °C. As seen in the figure, the pro-

jected range of the ion is quite the same as that from experiment. However,
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Figure 6.1: Ion and damage distribution for 14 MeV Cu in Ni

the measured Cu profile shows much broader distribution compared to the
calculation, which is believed to be due to the high temperature of the target
during irradiation. At this temperature the point defects are mobile, hence
the diffusional processes are affecting the resultant profile. The peak of the
damage profile is located at a shallower depth than that of the deposited ion
peak. Moreover, the damage distribution curve is seen to be highly skewed in
contrast to the almost Gaussian distribution of the implanted ions.

In Fig. 6.2, the projected range and straggling for Bi in Si are shown
as a function of ion energy along with the experimental data [3,4]. It shows
quite a good agreement with the experiment except the underestimation of
the straggling especially at low energy region.

Because of the widespread use of ion implantation in the semiconductor
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industry, there has been a vast accumulation of range data for Si [3,4,5,6]. In
Fig. 6.3, the heavy ion ranges and stragglings in Si are compared to the cal-
culation result from the TAMIX code for three interatomic potentials, i.e. the
Moliere approximation to the Thomas-Fermi potential, the Kr-C potential,
and the recently suggested Universal potential. As seen in the range picture,
the heavy ion ranges in Si can be reduced to a well-defined curve in reduced
units except for Au. Because the nuclear stopping process dominates the ion
stopping in this reduced energy region, it can be concluded that the inter-
atomic potential for Au is different from the average behavior found in other
elements, especially in the low energy region. Also, it can be seen that the
results calculated with Universal potential gives the most satisfactory predic-

tion to the experimental data. In the straggling picture, it can be noted that
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the reduced stragglings do not depend strongly on the choice of the potential
compared to the range. In the figure, 4 is defined as 71(, where A is the energy
transfer factor from ion to target atom.

In Fig. 6.4, the calculated projected range of MeV N14 in Ni is compared to
the experimental data from Nakata [7], where it shows small underestimation.
However, the agreement is quite satisfactory.

Conventional ion implantation to modify the surface region has been per-
formed using various kinds of ion accelerators. Recently, a new technique to
implant ions in the material has been developed, which utilizes the ion be-
havior in the plasma sheath near the material surface [8,9,10,11]. The new
technique, so-called PSII(plasma source ion implantation) has shown to have

significant advantages compared to the conventional beam line ion implanta-
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tion. Throughout the various test procedures, the PSII-modified samples have
been proved to have same or even better materials properties with respect to
those treated with conventional ion implantation. The major advantages of
PSII come from the fact that it is not a line-of-sight process, which results in a
uniformly implanted ion dose on the surface without the use of target manip-
ulation equipment, no need for masking of the target to reduce the excessive
sputtering by glancing incident ions, and the elimination of the ion accelerator
stages along with a raster-scan apparatus to get uniform dose. In Fig. 6.5,
the static simulation result with TAMIX is shown for an ion beam mixing
geometry, where a 250 A Pt layer was deposited on a Ti alloy(Ti-6Al-4V) and
irradiated with the PSII-N plasma at the bias voltage of 50 keV up to the

fluence of 6 x 1017 N atoms/cm?. In the simulation dual ion energies were
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used, that is, 75 % of the N ions had 25 keV energy and 25 % of the ions had
50 keV when striking the target surface. In the figure, it can be noted that the
nitrogen peak position corresponds to the interface, but most of the implanted
nitrogen reside in the Ti alloy substrate up to 2000 A from the surface, which
enables the improved mechanical properties via the formation of TiN. In the
figure, it can also be noted that besides the major peak occurring at the in-
terface from 25 keV N, there exists another small peak in the far deep region,
which is from 50 keV N contribution. Because the static mode is used in this
simulation, the sputtering of the surface and mixing between two layers are
not considered, which may affect the final concentration profiles at this high

ion fluence.

6.1.2 Sputtering

The light ion back-scattering from the fusion first wall material has been
one of the issues related with the thermonuclear fusion research, hence there
has been accumulation of experimental data for the back-scattering coeffi-
cients. Basically, the ion back-scattering is a collisional process, which can be
simulated effectively with static mode TAMIX. In Fig. 6.6, the back-scattering
coefficients of atomic species in fusion plasma are compared with experimental
data [12,13,14,15,16] for various ion energies. The number reflection coefficient

Ry and energy reflection coefficient Rg are defined respectively as

total number of reflected ions

Ry

I

total number of incident ions
total energy carried by reflected ions

total energy carried by incident ions

Rp
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As seen in the figures, the predicted values from TAMIX show a good agree-
ment with the experimental data. It is obvious that the reflection coefficients
decrease with increasing ion energy due to the deep penetration of ions, which
results in lower escape probability. Also, due to the energy loss of ions in-
side the solid the energy reflection coefficient Ry is always smaller than the
number reflection coefficient Ry .

Because most of the sputtering by ion bombardment has been known to
be a collisional process, it is a reasonable step to compare TAMIX sputtering
results with experimental sputtering yields. Through Fig. 6.7 to 6.11 the
calculated sputtering yields by TAMIX are shown along with the available
experimental data. In the figures, the left axes is for heavy ions, the right
axes is for light ions, and solid lines are just interconnections between TAMIX
data points to guide eyes.

For Be in Fig. 6.7 the measured sputtering yields by Kr ion are higher
more than a factor of 2 compared to the TAMIX results, especially at lower
ion energies. Because Be is a strong oxide-forming material, the surface may
be contaminated with oxygen. In general, the chemical sputtering plays an
important role in the oxides in addition to the physical sputtering process.
However, this kind of explanation should be applied the same to the He bom-
bardment, which shows much better agreement with the experimental data
even though the data are so scattered. Other possible explanation can be
sought from a systematic error for the relatively old data [17,18], if we note
that the old data give higher values than more recent ones by J. Roth et

al. [19] for both Kr and He ions. Hence, more experimental data would be
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highly demanded for Be.

For the Ni target in Fig. 6.8, the TAMIX code reproduced the experimental
data for both heavy and light ions [20,21,17,18,22]. Also, for Mo [23,24,20,21,
25,26,27,28,29,30,31,32,33,34,35] in Fig. 6.9 the simulation results are quite
satisfactory except for the overestimation of yield from D ions at low energies.
For Au [20,17,36,37,38,39,33,40] the discrepancies can be explained with the
same argument sought in the interpretation of the ion range data, i.e. the
deviation from the average behavior of interatomic potential for Au. In Fig.
6.11, the sputtering yield of stainless steel which is a candidate for the fusion
first wall materials is shown for the D bombardment and is given satisfactory
agreement up to 6 keV [19].

According to Sigmund theory of sputtering [41], the dependence of the
sputtering yield on the angle of incidence is given by Xslfi up to about the
maximum in the yield(8maz ~ 60°) and with 1 < f < 2. It has been shown
however, that the Sigmund theory can not be applied to light ion sputtering
with low incident ion energy. The theory gives much larger values, being as
much as one to several orders for ion energies lower than 10 keV [33]. In Fig.
6.12, TAMIX simulation results show the experimentally observed behavior.
For Xe ions on a Ni target the angular dependence of the sputtering yields can
be well fitted to Sigmund theory up to the angle of maximum yields(60 ~ 70°).
But, for the low energy He ion bombardment, the enhancement of yields by
glancing angle of incidence is negligible. Also, in the figures, it can be noted
that the angles of maximum yield are shifted to the higher values for He ion

compared to Xe ion.
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The sputtered atoms from a solid surface are ejected with a distribution in
direction, which is described by a differential yield % Using a linear cas-
cade theory, Sigmund predicted the cosine angular distribution for the normal
ion incidence. However, in the experiments it was found that at low jon en-
ergies the angular distributions are under-cosine becoming cosine-like and at
higher energies they become over-cosine [42,43,44]. In Fig. 6.13, the angular
distribution of sputtered atoms calculated from TAMIX are shown in polar
plots for normal ion incidence. For Xe ion bombardment the transition from
under-cosine to over-cosine with increasing energy is clearly seen. But, for He
lons, a slight over-cosine can be observed even at the lowest energy of 0.1 keV.
In Fig. 6.14, the angular distributions are shown for different incident angles

for 1 keV Xe ion on Ni. It can be seen that the emission is mainly in the
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specular direction opposite to the incidence angle. The angular distribution
of sputtered atoms are important in sputter-deposition technique for thin film
production.

In addition to the angular distribution, the sputtered atoms are emitted
with a distribution in energy. From sputtering theory the sputtered atoms
are predicted to have maximum at the energy of U//2, where U is the surface
binding energy and to have a 1/E? tail for the sputtered atoms with higher
energies. In Fig. 6.15, the energy distribution % is shown from TAMIX
calculation for Xe ion bombardment on Ni target with different energies. In
the TAMIX code, the sublimation energy of the target is used as the surface
binding energy(4.146 e\ for Ni). Indeed, it is seen in the figure that the max-

imum occurs at ~ [7/2 for ion energy of 10 keV, but it shows a slight shift
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to a lower values for lower ion energies. Furthermore, for all ion energies the
distributions are seen to have 1/E?2 tail at high energy region. In Fig. 6.16,
the double differential yield 2%32%7 is shown in a three dimensional plot for
normal incidence of 1 keV Xe ion on Ni.

The grouping of recoils in TAMIX enables us to see which generations of
recoils are contributing to the sputtered atoms. As discussed in the previous
chapter, group 0(I; = 0) corresponds to the ion, group 1(Iy = 1) is for the
primary knock-on atoms, group 2(I; = 1) is for the secondary knock-ons,
and so on. From Fig. 6.17, it can be seen that for sputtering by light ions
lower-indexed recoils dominates the sputtered flux. Due to the momentum
of the incident ion, it is impossible for the primary-knock-on to be sputtered
without the collision by back-scattered ions inside the target. Hence, for
light ion sputtering the largest portion of the sputtered atoms comes from the
collision with back-scattered ions. On the contrary, for Xe ion bombardment
the middle-indexed recoils contribute more than either of the extremes.

In Fig. 6.18, the originated depth distribution of sputtered atoms is shown
for Xe ion on Ni target at three different energies. From the constant slope of
the curves it can be concluded that the origin depths are distributed exponen-
tially, however with more contribution from deep-originated atoms for higher
ion energies. It can also be seen that the most of the sputtered atoms(80 ~ 90
%) are from a few atomic layers just beneath the surface. In the figure, the
decrease of the sputtering yield from the first few Athickness is due to 'random
surface’ model of TAMIX, in which the atomically rough surface was taken

.

into account. This results in the reduction of the effective thickness of the first
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atomic layer by half of it, hence decreasing the contribution to the sputtered

atoms.

6.2 Collisional dynamic mode

6.2.1 Preferential sputtering and altered layer formation

The dynamic change of the target due to the collisional processes during
lon bombardment can be simulated with this simulation mode. The first
thing which can be studied with this mode is the preferential sputtering of the
initially uniform multicomponent target and the subsequent formation of the
altered layer.

In Fig. 6.19, 6.20, and 6.21, the concentration profile evolution of an

initially uniform Lu-Fe binary alloy bombarded with three different energy Ar
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jon is shown along with the partial sputtering yield of each component. The
implanted Ar is also sputtered again by upcoming Ar ions, hence is shown, too.
The depth is measured from the original surface to see the surface erosion due
to sputtering. The first thing to note is the formation of the altered layer with
thickness comparable to the maximum ion range. In general, the preferential
sputtering is supposed to occur due to the difference of masses and surface
binding energies of constituent elements. In Lu-Fe system, the mass effect
is dominant because the sublimation energies of Lu and Fe are quite similar,
4.29 eV for Lu and 4.34 eV for Fe. However, the mass of Lu is more than
3 times heavier than Fe. Hence, the lighter Fe is preferentially sputtered,
forming Lu-enriched region just underneath the surface. The other thing to
note is the Fe-enrichment at the end of ion range, which is believed to be from
the preferential recoil implantation of lighter Fe as predicted by Sigmund and
Gras-Marti [45)].

In the steady state, the mass conservation law states that the sputtered
atoms must be removed stoichiometrically, i.e. with the same composition -
as the bulk. Indeed, the partial sputtering yields of Lu and Fe approach
each other to give an equal values at the final ion fluence, 4 x 1016 /cm?2.
The necessary Ar fluence to reach steady state is the lowest for 5 keV Ar,
which is about 1 x 106 /cm? compared to 2 x 1016 /cm? for 1 and 10 keV
Ar. Normally, a material thickness comparable to the ion range should be
removed to reach the steady state, therefore two factors must be determining
the steady-state ion fluence, i.e. sputtering yield and range. If we examine the

energy dependence of the range and sputtering yield, it is found that they have
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different sign of convexity even though both are increasing with increasing ion
energy. In log-log plot, the sputtering yield curve is convex downward in
contrast to the range curve which is linear or convex slightly upward. Because
the required ion fluence to reach the steady state is proportional to the ratio of
range to sputtering yield, it is easily concluded that there is an ion energy at
which the steady state will be reached with a minimum amount of ion fluence.

For Ar sputtering yield, the conservation of mass does not apply because
there is a net inflow of Ar atoms from outside. Hence, steady state should be
defined differently for Ar, that is, in steady state the partial sputtering yield of
Ar should be unity. In other words, beyond the steady state no more Ar can be
implanted due to the self-sputtering, which is a major concentration-limiting
factor in high dose ion implantation. From the figures, it can be seen that the
necessary ion fluence to reach Ar-steady state increases with ion energy.

The effect of different binding energies of constituent elements can be seen
in Fig. 6.22, where the TAMIX result is shown for 5 keV Ar bombardment
on Pt-Au alloy. Pt and Au have similar mass numbers but rather different
sublimation energies, i.e. 5.86 eV for Pt and 3.8 eV for Au. In the figure,
the surface region is seen to be enriched with strongly bound Pt due to the

preferential loss of less tightly bound Au.

6.2.2 Collisional mixing

Due to the collisional mixing processes during ion irradiation an initially
sharp interface between different materials becomes broadened. In Fig. 6.23,

the broadening of a thin Pt marker layer embedded in Si at the depth of
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500 A was simulated with TAMIX for 300 keV Xe ion irradiation, which
gives a projected range of about 1000 A. Also shown are the experimental
data [46] and analytic estimation from Sigmund and Gras-Marti [45]. Because
the marker layer is so thin, it will soon be dispersed by ion irradiation, reducing
the chemical effect to minimum. Hence, the marker system is often adopted to
investigate the collisional mixing mechanisms. In the figure, it is obvious that
the broadenings predicted from TAMIX and analytic theory are proportional
to the square root of the ion fluence as found in the experiment. However,
the magnitudes are quite different. The analytic theory gives the broadening
about an order of smaller than the experiment. The TAMIX result is closer

to the experiment, but still lower. The reason for the discrepancy between the
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TAMIX result and experiment is not clear at this time.

In Fig. 6.24, the collisional mixing of a bilayer was simulated with TAMIX.
The target consists of a 250 A Cu on Ni substrate and is irradiated with 50
keV Ar ions up to a fluence of 2 x 1016 /ecm?2. The intermixing between two
layers is obvious in the figure. Also,‘ it can be seen that at the fluence of
1 x 1016 /cm? the substrate atoms are already seen on the surface.

The scanning AES is frequently used to obtain the concentration profile of
a multicomponent target. Because some kind of heavy inert gas ions is used
to sputter off the surface layer, it is often asked if there is further modification
of the target by the working ions. It is because the scanning AES detects
the composition on the surface region, which is rather sensitive to the ion

bombardment. An attempt has been made to simulate the AES experimental
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situation with TAMIX. The original target was a Ti alloy(Ti-6Al-4V) with a
250 A Pt layer deposited on it. In the upper part of Fig. 6.25, the calculated
concentration profile is shown after 50 keV Ar irradiation with a fluence of
1 x 1016 /ecm2. The target is then irradiated with 5 keV Ar ions, which is
a working ion to peel off the surface. During this subsequent irradiation the
surface composition is recorded as a function of sputtered layer thickness just
the same as in real scanning AES. The lower figure shows the result from this
simulation. Comparing the two profiles, it is easily seen that both are quite
similar except the longer tail of Pt and smoothened Ti profile accordingly,
which is obviously a result of the surface modification by the working ions.
Hence, it can be concluded that the scanning AES gives rather smoother
profiles than the real one.

In the next few figures, a more complicated situation is simulated with
the TAMIX code. In Fig. 6.26, the measured concentration profile by SIMS
is shown for a Si target irradiated with PSII-CH4 with a bias voltage of 50
keV [47]. Noting the Si-free surface region and a good possibility of floating
carbon deposition during irradiation, an attempt was made to simulate the ex-
periment with TAMIX for a sequential deposition of C layer on the irradiated
surface. Fig. 6.27 shows the simulation result with a C deposition rate of 100
Aper every 2 x 1017 / cm? of total atomic fluence. In the simulation, multiple
ion species and energy were used because the major species in CHy plasma is
CH;, which will break into a 37.5 keV C atom and four 3.13 keV H atoms
upon striking the target surface. Also, it was assumed that there are small

amounts of 25 keV and 50 keV H bombarding the surface, which are from
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Ht and H'{ ions in the system. The simulation result with a final fluence of
2x10!8 /cm? shows a relatively good agreement with the experimental profile
except minor variations. In Fig. 6.28, the simulation results are shown for
different C deposition rates, none of which succeeded to reproduce the exper-
imental profile. In order to check the effect of a finer sequential deposition
but with the same net deposition rate, a simulation was performed using a
deposition rate of 20 A per every 4 x 1016 /cm?, which gives the profile in Fig.
6.29 just the same as Fig. 6.27. The ability of the TAMIX code to simulate

this kind of complicated situation is amply demonstrated in this section.

6.2.3 High dose ion implantation

As mentioned previously, in high dose ion implantation the self-sputtering
of implanted species is a limiting factor to get enough concentration to modify
the material. In Fig. 6.30, the retained N areal density resulting from PSII-
N irradiation on Ti-6Al-4V target is shown as a function of ion fluence for
three different ion energies. As seen in the figure, the retained N shows a
saturation behavior with increasing ion fluence. Furthermore, the saturation

level is higher for higher ion energy and is achieved at higher ion fluence.

6.3 Collisional and diffusional dynamic mode

Before actually attaching the diffusion part to the main body of the TAMIX
code, the numerical solution of the diffusion equation was applied to a simpler
geometry, i.e. a thin foil with a uniform irradiation such as in neutron irra-

diation from fast reactor. The system considered was Ni-25Cu homogeneous
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alloy. The first reason to choose this particular system is that its diffusion pa-
rameters are relatively well known compared to the other systems. Secondly,
it forms a complete solid solution in entire composition range even though it
shows a miscibility gap at lower temperature. Those parameters used in the

calculation are summarized below.

L = 5000 A
Ce,=25%
Ko = 1073 /sec

pg = 108 Jem?

R0=6A
Z =12
A=13554A

vy = 5 x 1012 /sec v; =5 X 1013 /sec

Ef =40ev Ef =16ev

S§=3k sf=o0k

EYoy =0.95 eV [48] Ef%y, =0.10 eV

E)y; =110V [49] EfMy; =0.15eV
The notations used in this section are the same and will not be repeated here
except to note that L is the foil thickness, Cg,, is the initial Cu concentration,
and the K, value of 10~3 /sec is typical for ion irradiation. The calculations
were performed at three different temperatures, at 200 °C, 500 °C, and 800

°C. From Fig. 6.31 to Fig. 6.33, the time-developments of the Cu concentra-
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tion profiles are shown along with the vacancy and interstitial concentration
profiles.

The first thing to note is a strong segregation behavior of the constituent
elements at an intermediate temperature of 500 °C. The surface region is
gradually depleted with Cu up to a few hundreds A thickness, reaching a
steady state at ¢ = 104 sec. The reason for the strong segregation can be
understood from the coupling between defect and atomic fluxes, as modeled
in the diffusion equation. At this temperature, the point defects are mobile
and they develop a concentration gradient because the foil surface is assumed
to be an infinite sink to the point defects. Furthermore, these defect fluxes are
coupled to the constituent atomic species, which will cause atomic transport.
If the tendency of an atomic species to be coupled with a specific defect flux
is different from that of the other species, then there will be a net increase
or decrease of a particular element in that region. This atomic transport will
continue until it builds up an enough atomic concentration gradient to back-
diffuse, where the steady state will be achieved. In the present system, all of
the parameters are set to be equal for both elements except the energies of
motion of the defects associated with each element. Because the atomic species
moves in the opposite direction to the vacancy in contrast to the interstitial,
the segregation behavior can easily be predicted with the difference between
the energies of motion of vacancy and interstitial for each element. Indeed,
Wiedersich et al. [50] have shown that the element A becomes enriched at

sinks if
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dig _ dya
=4 S
dip ~ dyp

(6.1)

, where d;4, d;g, dya, and d,p are the partial diffusivities of each element
associated with each defect. If all of the parameters which determine the

partial diffusivities remain the same for both elements, then eq.(6.1) will be
va — Eij > Ep — Eff (6.2)
In the Cu-Ni system
Elcy —EMey = 0.95—0.1=0.85 eV

, hence it can be predicted that Ni will be enriched at the surface with the
depletion of Cu, which is confirmed in the present calculation.

At higher temperature of 800 '°C, the defects are extremely mobile, which
gives higher effective diffusion coefficients of the atomic species. Consequently,
the steady state can be achieved with a lower atomic concentration gradient,
which results in the reduced segregation and the solid becomes uniform again
as in Fig. 6.33. At lower temperature of 200 °C, the vacancies are essentially
immobile and the vacancy concentration becomes large. At steady state, most
of the interstitials recombine with vacancies rather than diffuse to the surface,
therefore segregation is reduced again. However, before reaching the steady
state, the transient segregation is observed in Fig. 6.31, during which a shallow
depth of the surface region becomes depleted with Cu. This transient behavior
was seen to be disappeared eventually in the figure. Also, it can be noted that
at lower temperature the atomic transport is quite slow, which gives a longer

time to reach a steady state.
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Figure 6.34: Temperature dependence of radiation induced segregation

In Fig. 6.34, the surface concentration of Cu at steady state is shown as a
function of temperature for two K, values. It can be seen that for lower defect
production rate the segregation curve has been shifted to lower temperatures,
which can be explained by the reduced defect concentration associated with
lower value of K,. One thing should be mentioned about the 100 °C data
point, that is, because such a long time was taken to reach a steady state, the
calculation was terminated at t = 10° sec. Actually, in the steady state they
will have higher values than those in the figure. To see the effect of some of the
input variables, two examples are shown, one for a different dislocation density
and the other for a higher EITCU' All the other parameters remain the same.
In Fig. 6.35 it can casily be seen that the concentration profile development

is quite diflerent, that is the transient segregation at low temperature is more
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significant and lasts even at longer times. The reason for this is that the higher
vacancy concentration gradient caused by the increased internal sink density
gives the increased vacancy flux from the subsurface region to the bulk, which
in turn results in the associated Cu flux from bulk to the subsurface region. In
Fig. 6.36, the reduced segregation for increased E"c can be understood from
eq.(6.2) that the difference is more important than the absolute magnitudes
to determine the segregation behavior. It has been seen in these examples
that the diffusional process is quite sensitive to the choice of the values for
involved parameters, most of which are not well known unfortunately.

In the next few figures, some of the TAMIX simulation results are shown,

in which the diffusional processes were taken into account. In Fig. 6.37,
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the previously discussed 14 MeV Cu irradiation on Nj target at 500 °C was
calculated again to see the diffusion effect. Indeed, it can be seen that the
diffusion broadened the Cu profile as expected. The Cu atoms can reach far
beyond the ion range determined from collisional process up to 4 um below the
surface. Also, the peak concentration of Cu is found to be lowered accordingly.
In Fig. 6.38, the TAMIX simulation result for a bilayer target is shown, which
has already been discussed in a previous section for the collisional dynamic
mode. The target is a Cu-Ni bilayer with 250 Athickness of Cu, which is then
irradiated with 50 keV Ar ions up to a fluence of 2 x 1016 Jem? at 200 °C and
500 °C. It can be observed that the intermixing between two layers are greatly
enhanced by diffusion at higher temperature. In 500 °C profile, it can also be

seen that at the target surface segregation occurs, which is not observed at
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Chapter 7.

Summary and conclusion

An extensive Monte Carlo computer program-TAMIX has been developed
to simulate the complicated nature of ion beam mixing processes. In TAMIX,
various levels of sophistication have been adopted to achieve the necessary
accuracy for a desired computation speed, which include the tabulation of
the scattering angle, energy-dependent mean free path for nuclear collision,
‘random surface’ model for sputtering, and concentration-dependent surface
binding energies. Also, TAMIX is a highly optimized program, in which the
variance reduction scheme and vectorization are utilized. The variance reduc-
tion was achieved by the use of importance sampling(splitting and Russian
roulette). For vectorization, TAMIX uses a completely different algorithm
from the conventional "history-based’ Monte Carlo method, i.e. ’event-based’
algorithm is adopted in TAMIX to follow a bundle of particles at a time. Fur-
thermore, some of the diffusional processes have been incorporated in TAMIX
to take into account the temperature-dependent behavior of the target during
irradiation.

The TAMIX code can be run in three modes of simulation, i.e. static mode,
collisional-dynamic mode, and collisional-diffusional-dynamic mode, each of
which is appropriate to a specific kind of interest. In static mode, the target
is assumed to remain in its initial state, with which the static ion range and

damage distribution at the low fluence limit can be calculated. Besides, the
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sputtering characteristics of the target can also be investigated with this mode.
In collisional-dynamic mode, the dynamic response of the target due to the
collisional processes induced by ion irradiation can be effectively simulated.
The preferential sputtering, altered layer formation, and collisional mixing can
be examined with this mode of simulation. In collisional-diffusional-dynamic
mode, the temperature-dependent diffusional processes are taken into account
in addition to the collisional features. The radiation-enhanced diffusion and
radiation-induced segregation were considered in the form of numerical solu-
tion of the governing diffusion equation.

The TAMIX program has been applied in several specific situations and
the simulation results were compared to the available data and shown to be
in good agreement. Also, very complicated situations have been effectively
simulated with TAMIX, some of which include the multiple ion species, multi-
ple(variable) ion energies, and co-deposition during irradiation, which is really
difficult to be treated analytically.

From this work following conclusions can be drawn.

1. A highly optimized dynamic Monte Carlo program, TAMIX has been
developed to effectively simulate the ion beam mixing process, in which
some of the diffusional processes were also taken into account in addition

to the collisional features.

2. With regard to the speed of the code, TAMIX code was found to be more
than 20 times faster than a similar Monte Carlo code TRIM.SP for a

sputtering calculation(D on Au). The large speed gain was achieved



183

through a variance reduction scheme and vectorization.

3. TAMIX can be run in three modes, i.e. Static mode, C-Dynamic
mode, and CD-Dynamic mode, each of which is appropriate to a

specific kind of problem.
4. The Static mode simulation results showed that

¢ The ion distribution for 14 MeV Cu in Ni calculated with TAMIX
was much narrower than measured in an experiment, which was
performed at 500 °C. The projected range of Cu agreed well with

the experimental result. (See chapter 6. for further clarification.)

¢ The calculated heavy ion ranges and stragglings in Si using the
Universal interatomic potential showed a good agreement with ex-
perimental data. However, Au showed a sizable deviation either
from the calculated result or the average behavior of the other ele-

ments.

¢ The predicted range of MeV range N14 in Ni showed a reasonable

agreement with a slight underestimation of about 6 %.

e The light ion back-scattering coefficients have been calculated for
the cases of D on Fe and He on Ag, which showed good agreement

with experimental data.

e The total sputtering yields of both heavy and light ions on Be, Ni,
Mo, Au, and stainless steel have been compared with experimental

data. For Be, a noticeable underestimation of the sputtering yield
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has been observed especially for low energy Kr. For Ni and Mo, the
agreements were quite good. For Au, the expected underestimation
was found for both heavy and light ions. For a multicomponent

target, stainless steel, a slight overestimation was observed.

The angular dependence of the sputtering yield has been investi-
gated for Xe on Ni and He on Ni. For Xe, the predicted behavior
from analytical sputtering theory was found. For He, the negligible
enhancement of sputtering yield for glancing incidence observed in

the experiments, was confirmed by TAMIX simulation.

The angular distribution of the sputtered atoms was also investi-
gated for Xe on Ni and He on Ni. The calculation results showed
the same behavior as in experiments, that is, for Xe the transition
from undercosine to overcosine with increasing energy was clearly

seen. Such an effect was not found in He ion sputtering.

For glancing angle incidence, the experimentally observed enhance-

ment in specular direction was also seen from TAMIX simulation.

The energy distribution of sputtered atoms showed a maximum at
the half of the surface binding energy and the E‘l? behavior at the

high energy tail.

TAMIX simulation showed the greater contribution from low-indexed
recoils to the sputtering yield for the light ion compared to that for
the heavy ion sputtering. Also, it was shown that the major por-

tion of sputtered atoms originates from one or two monolayers at
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the surface.
5. The C-Dynamic mode simulation results showed that

¢ For multicomponent targets, the preferential sputtering of the lighter
and less tightly bound element caused the formation of the altered
layer with a thickness comparable to the maximum ion range. Re-

5

coil implantation of the lighter element was also observed.

¢ In steady state, it was found that the partial sputtering yield of each
component had the same value as predicted from mass conservation.
The minimum ion fluence to reach the steady state was found to be
lowest for an intermediate ion energy of 5 keV among investigated

energies.

¢ The calculated broadening of a thin Pt marker in Si from 300 keV
Xe ion irradiation was found to be lower than measured in the
experiment, but higher than the analytic prediction. Also, the
broadening showed a square root dependence on the ion fluence,

which was experimentally observed.

e The scanning AES(Auger Electron Spectroscopy) was simulated
with TAMIX to observe the smoothening of the concentration pro-
file by the working ions.

¢ The simultaneous C deposition during PSII-CHy irradiation was
simulated with TAMIX and compared with the SIMS experimental

data, which showed a good agreement at a C deposition rate of

100 A per 2 x 107 Jem? of ion fluence. The higher and lower
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C deposition rate failed to reproduce the observed concentration

profiles.

6. A uniform irradiation on a Ni-25Cu foil was investigated to see the seg-

regation behavior, which gave the following conclusions.

e Cu depletion from the surface was found most significant at the
intermediate temperature range from 200 °C to 600 °C for a defect

production rate of 1073 /sec.

o At higher temperature over 600 °C, the segregation was found to

be small due to the increased mobilities of the point defects.

e At lower temperature below 200 °C, the segregation at the steady
state was also reduced, even though the transient behavior was ob-
served. The reason for this is attributed to the vacancy flux from
the subsurface region to the bulk caused by the high recombination
rate of the vacancy in the bulk. Because the vacancy concentration
is high at low temperature, the atomic flux driven by the vacancy
motion is also significant. However, the negative vacancy concen-
tration gradient in the subsurface region disappeared eventually,

which gave the final reduced segregation.

o The lower defect production rate shifted the segregation curve to

lower temperatures because of the reduced defect concentration.

¢ The diffusion behavior(of Cu-Ni system) was found to be very sen-

sitive to the input parameters, most of which are not well-known.
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7. The CD-Dynamic mode simulation results showed

o The experimentally observed broad 14 MeV Cu profile in Ni at 500
°C was accurately predicted from diffusion-incorporated TAMIX

code.

¢ The intermixing of the Cu-Ni bilayer target was found to be en-
hanced by diffusion at high temperature. Moreover, the deeply
penetrating Cu tail was also observed. Radiation-induced segrega-

tion was found to occur near the surface region.

8. Due to the uncertainties of the diffusion mechanism and involved pa-
rameters, a rather simple diffusion model has been used in TAMIX with
the assumption that the target remains in a single phase during irra-
diation. The refinement of the program, especially the diffusion part,
can be achieved by taking into account other contributing effects such
as defect-solute binding in radiation-induced segregation model, surface
segregation, and radiation-induced phase transformation along with the
evaluation of the related thermodynamic parameters, which comprise

the future direction of continued researches.





