Transient Condensation of Vapor Using a Direct
Simulation Monte Carlo Method

M. El-Afify, M.L. Corradini

October 1988

UWFDM-779

Presented at the 8th Topical Meeting on the Technology of Fusion Energy, 9—-13 October
1988, Salt Lake City UT.

FUSION TECHNOLOGY INSTITUTE

UNIVERSITY OF WISCONSIN

MADISON WISCONSIN



DISCLAIMER

This report was prepared as an account of work sponsored by an
agency of the United States Government. Neither the United States
Government, nor any agency thereof, nor any of their employees,
makes any warranty, express or implied, or assumes any legal liability
or responsibility for the accuracy, completeness, or usefulness of any
information, apparatus, product, or process disclosed, or represents that
its use would not infringe privately owned rights. Reference herein to
any specific commercial product, process, or service by trade name,
trademark, manufacturer, or otherwise, does not necessarily constitute or
imply its endorsement, recommendation, or favoring by the United States
Government or any agency thereof. The views and opinions of authors
expressed herein do not necessarily state or reflect those of the United
States Government or any agency thereof.




Transient Condensation of Vapor Using a
Direct Simulation Monte Carlo Method

M. El-Afify, M.L. Corradini

Fusion Technology Institute
University of Wisconsin
1500 Engineering Drive

Madison, WI 53706

http://fti.neep.wisc.edu

October 1988

UWFDM-779

Presented at the 8th Topical Meeting on the Technology of Fusion Energy, 9-13 October 1988, Salt
Lake City UT.


http://fti.neep.wisc.edu/

TRANSIENT CONDENSATION OF VAPOR USING A DIRECT SIMULATION MONTE CARLO METHOD

M.M. E1-Afify and M.L. Corradini
Department of Nuclear Engineering and Engineering Physics
University of Wisconsin, Madison, WI 53706-1687
(608) 263-4447

ABSTRACT

Vapor 1is produced from the ICF event as the
x-ray energy is deposited at the first wall of
the reactor.. This vapor must condense back onto
the first wall in a timely fashion (<< 1 s) to
establish the necessary conditions for beam
propagation and the next ICF event. Transient
condensation of vapor is studied on the basis
of the Boltzmann equation using a direct simula-
tion Monte Carlo Method. The method describes
the molecular behavior of continuum mechanics
transition flows in a way consistent with the
Boltzmann equation. The thermal resistance of
the condensed film is included in the flow
representation using a laminar Nusselt analysis
to determine the interface temperature of the
condensed film. The condensate mass flux in a
quasi-steady state is computed and compared with
a number of analytical models and experimental
data. The results are consistent qualitatively
with the experimental data of mercury condensa-
tion on a vertical plate.

INTRODUCTION

In the past several years, the study of
transient condensation of a vapor onto a liquid
(or solid) surface has received considerable
attention especially in }hg design of 1liquid
metal cooled ICF reactors.”*“ Vapor is produced
from the ICF event as x-ray and target debris
energy 1is deposited at the first wall of the
reactor cavity. In some designs, the first wall
js protected with a liquid metal film which is
also used for cooling and breeding purposes.
This wvapor, once produced, must condense back
onto the first wall in a timely fashion (<< 1 s)
to establish the necessary conditions for beam

propagation and the next ICF event. The conden-.

sation occurring under these circumstances is at
very low vapor densities where the resistance to
mass transfer occurs not only in the condensate
film but also in the diffusion of the vapor to
the interface.

Various models had been developed using
kinetic theory arguments to relate the proper-
ties of the liquid and vapor phases at the imme-
diate vicinity of the interface, to the net mass
transfer rate between the phases. Such models
have considered pure vapor condensation as well
as condensation in the presence of a noncondens-
able gas. In this work, we present a unique
model for pure vapor condensation using the
Direct Simulation Monte Carlo method (DSMC).
Such a model is able to predict the qualitative
behavior of condensation, while the other analy-
tical models failed to predict such qualitative
behavior. In DSMC method, the molecules are
allowed to move and collide among themselves.
The two processes are decoupled by computing
collisions appropriate to a small time
step, At , and their instantaneous velocities.
The cofﬁisions are represented in a way
consistent with the collision frequency of hard
sphere molecules.

PROBLEM STATEMENT

In developing our model for condensation we
considered the following conceptual picture.
Initially, a solid surface 1is in equilibrium
with a pure vapor occupying the half space at an
initial temperature T_ and initial pressure P_.
At zero time, the surface temperature discontin-
uously changes to T, and is kept at Tw through-
out the formation of the condensate film on the
wall. The calculations are time dependent to
determine the dynamic behavior of the conden-
sation mass flux to the wall, the transient
behavior of the surface temperature and the
eventual steady state mass flux. Figure 1 shows
a schematic diagram of the problem.

DIRECT SIMULATION TREATMENT FOR PURE VAPOR
CONDENSATION

The problem of condensation of a pure vapor
is simulated using the Direct Simulation Mogt&
Carlo method originally introduced by Bird.>:
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Fig. 1. A schematic diagram of the half space
condensation problem in DSMC.

The flow field of condensing vapor is repre-
sented by a few thousand particles divided
inside a number of computational cells.

There are a few major assumptions used in
the modelling of the vapor condensation flux to
the surface. These assumptions are 1listed
below:

1. The vapor is considered an ideal gas;

2. Any particle of the vapor which collides
with the surface of interface will condense
("stick") on the surface;

3. The Tliquid surface is also emitting parti-
cles which are in thermal equilibrium with
the surface conditions;

4, The temperature of the surface interface
between the condensate film and vapor is
taken to be an axial average temperature
determined from Nusselt's laminar film
analysis over a particular length, L;

5. The vapor molecules are hard sphere mole-
cules;

6. The flow in the gas dynamics region is
described by the Euler equilibrium flow.

To represent particles coming from the
thermal equilibrium region an estimate of the
relaxation distance of the flow field should be
made, so that particles coming towards the wall
from the gas dynamics region are in thermal
equilibrium with the vapor bulk far from the
interface. In the gas dynamics flow region the
steady state mass continuity, the equation of
mogion, and the energy equation could be written
as

pU = p U_ , (1)

Prou’ -3uh=(peod) , (2)

pu(C,T + uls2) -k - (4/3)udy

= pu(C T+ ufr2)

where we follow the notation of Reference 5.

Defining

= 2
h CpT + ué/2 ,

Pr = ucp/k = 3/4 ,
_ X -1
z = (3/4) |J| fo podx
where u = viscosity, |J| = absolute mass flux,

and Pr = 3/4 is valid for the majority of gases
and vapors, and substituting into the energy
equation (Eq. 3) yields

heen . (4)

The solution of this equation could be written
in the form

h-h,=(h - h_)e % . (5)

For the value of (h - h_) to approach zero, z
should be on the order of 10. Assuming that u
does not change drastically from its average
value p, implies that

31
Z_I; x ~ 10 .

|d] had been expressed ingmost of the mathemati-
cal models in the form of

Po = Psar Uy
10| ~0(2.0) =38t~ w
VZART

W can also be expressed ast

U~ 0(0.2 ~ 0.3)p_x _v2uRT_

where A _is the mean free path of molecules, R =
specific gas constant, and 0() means "order of".

Substituting the expression for y and |J| in the
approximate expression for z yields
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Since P, = pRT,, and taking z ~ 10, the
relaxation range is determined as

X P
X 10.0/[1 - 32 . (6)

o0 L

This equation gives an estimate for the relax-
ation distance as a first guess. This guess can
be modified according to the results obtained in
the analysis.

The relaxation range is subdivided into N
cells parallel to the condensing surface, with
each having a width ax. The cell dimension
should be very small such that the vapor proper-
ties may be regarded as spatially uniform with
no variation in the macroscopic physical quanti-
ties. N. molecules are generated randomly in
each cell, so that the temperature in each cell
is T, and the pressure is P_. The molecules are
allowed to move and collide among themselves.
The two processes are decoupled by computing
collisions appropriate to a small time step,
At,, and then moving molecules through a dis-
tance appropriate to At and their instantaneous
velocities. To eva]ugﬁe the mass flux to the
wall, the mass continuity Eq. (1) s applied
at each time step to evaluate the mass flux,
(polUy)s for the next time step.

Both Aty

nd ax should satisfy the follow-
ing conditionsf’g’f

. oAt <<t ,

©

¢ AX << Ay

ax
At S

where

A, = mean free path of molecules in the thermal
equilibrium region
t_ = mean collision time,

"
b
8
~
=
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=
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The three velocity components of each particle
are generated initially from a normal distri-
bution with a zero average and /RT standard

deviation.
BOUNDARY CONDITIONS

The particles emitted from the wall are
assumed to be in thermal equilibrium with the
wall., Particles coming from the vapor bulk
region, where the vapor satisfies Euler (or
ideal) fluid equations with zero viscosity and
zero thermal conductivity, are assumed to be in
thermal equilibrium with the vapor far from the
wall. Any vapor molecule which contacts the
wall is going to condense.

The actual particle flux g from the
- ; . gcon
Eulerian region can be written as

n RT

w o 2
Teon = [exp(-6°)
€N vZmT, (7)

+ G/n(1 + erf(G)] ,

where G = Ju_/Y2RT

[
L3 o0

Thus the simulated number of particles emitted
from the dimaginary boundary 1limit between the
Eulerian region and the represented field is

. At
con C
Ly

where

n, = actual number density of vapor in the
Eulerian region, and

N. = simulated number of molecules in the cell.

Similarly, for the e¥8porated particle flux from
the wall, one getsg’

- nSRTS . ()
VZnRTS

Thus, the number of simulated molecules emitted
from the wall is

1At N
[ (é)] .

The generated particle flux at both ends of the
represented field should be in thermal equili-
brium either with the gas bulk region or the
wall.

To generate particle velocities at the
boundaries, the following equations can be



g, = {- 1n(Rf2)}1/2 cos(Zanl)/B-

y v
g, = {- (R, sin(znr  )/8, . (10)
£, T XRT +uy (11)

where i refers to either the surface (s), or the
gas dynamic515egion (=), x is the solution of
the equation,

A+ exp(- xz) - Yr G erf(x) =0,
A is given by
A = Reylexp(-67) + /aG(erf(6) + 1)]

- exp(-Gz) - V1 G erf(G) .

B is (VART)™L, and Rei, § = 1,2,3 are gene-
rated random numbers fﬁ%m the uniform distri-
bution.

EVALUATION OF THE INTERFACE TEMPERATURE

The interface temperature is a function of
the mass flux and the heat flux. An approximate
estimation of the interface temperature can be
evaluated using a modified Nusselt laminar film
analysis. This assumption is valid if the con-
densing surface length is short or the film
imposes a small resistance relative to the
vapor, which 1is the situation in case of con-
densation at low pressure. Neglecting the heat
flux due to conduction, and assuming that the
condensation heat flux is i%dgpendent of the
height y, it can be shown that®»

g0’ 1/3,1/3
TS(Y) - TW = [ 3 ] Yy .
kfhfgpf(pf - pg)g

Taking an average value of T. over the total
Tength of the condensation surf%ce, one gets

nehL
T, = 1,HEH 13, (o)

kfhfgpf(pf - og)g

where

ug = viscosity of the liquid,

k¢ = thermal conductivity of the liquid,

hfg = latent heat of vaporization,

PfsPg = density of liquid and vapor respec-
tively,

Q = heat flux per unit area,

Ts(y) = temperature of liquid at the interface,

Ty = constant temperature of the solid

surface,
and L = condensate surface axial height.

RESULTS AND DISCUSSION

The DSMC code results were compared to
experimental data available for mercury conden-
sation on a vertical plane square (side 40 mm)
nickel-plated copper surface. This data was
the only data applicable to the conditions of a
monatomic gas condensing at low pressure. The
vapor temperatures range from 419 K up to 495 K
with temperature difference between the plate
and vapor ranging from 9.7 K to 30.8 K. The
mercury vapor was saturated vapor at saturation
pressure corresponding to its temperature. Nine
experiments were simulated out of the twenty ex-
periments. Only the tests without flow parallel
to the surface of condensation were considered.
The results were compared with the experiment
and some of the available theoretical models
casted in a form using a dimension]sss variable
¢t introduced by Necmi and Rose’ which is
described later in Section B.

Figure 2 shows the pressure and number den-
sity as a function of position for experiment #7
in the same reference as an example of the simu-
lation output results. Both the pressure and
the number density are normalized to their val-
ues in the gas dynamics region. The standard
deviation 1in the output is less than 7% of
its average value. The number of simulated flow
particles per cell in this experiment is 200
particles/cell. Figure 3 shows the average
fluid velocity 1in the gas dynamics region and
the condensate surface temperature as a function
of time for the same experiment. The standard
deviation values in both u, and T are Tess than
2% of their average value.

A. Comparison With Experiment

The comparison of the results with experi-
ments is shown in Table 1. The velocity of
fluid in the gas dynamics region, u,, is an
indication about the mass flux since the mass
flux J is given as J = p,u, and p, is the
density of the vapor in the gas dynamics region
(GDR). It shows that the DSMC model over-
estimates the  experimental steady state
mass flux by a fairly constant factor; i.e.,
(ugg/Uth)e ~ 0.71 over the range of Mach
numbers, Ma, covered by the experiments. Figure
4 shows the experimental results and the DSMC
results of the dimensionless number ¢ defined in
Reference 9 and Eqs. (a-e) of Section B. The
mass flux estimated from the DSMC model is
higher than that estimated from the experimental



12 Jrrrreeey jrrrrTTTYY LAAARRARARE RRARARRAAN RRRRRARRR] LARARRRARAS |
E E 100 grererree S S T SN
3 9 ~ 804 E
E < ] ]
~0.8 3 E ]
& 3 3 3
S 3 x 60 3
o 3 E &) ] ]
&O 6 3 w ] 1
x 3 E 407 E
&0.4 E E z ] ]
3 o E
0.2 3 E 201 ]
0.0, e e 0F4 B8 TE 05 SE G555 To0s
0O 02 04 0 0.8 1.0 TME (s
X/X max
T e e T T ? /_\410 """" LAARARRRRA! LRARRRARRAS LRRRERRARES TroYTTYTTY
1.0 E%WW%WW&WDm%E \K/
& 4081 3
0.8 ] E 5
E =
3 % :
— 3 4061 E
Z0.6 9 E 'S_J ]
~ 3 5 ] ]
0.4 L 404 j
- ‘ E402
0.2 1 =
E E n
0.0, 1; 00565 TETReE 3 605 3k Hoos
0.0 0.2 04 06 O 1.0 TIME (s)
X /Xmax
Fig. 2. Calculated pressure and number density Fig. 3. Change of average fluid velocity, u_,
as a function of position for experi- . and condensate surface temperature with
ment #7. time for experiment #7.
Table 1. Comparison with Experiment
Ma (ug) (Us)
ex o/ex o/th
Ex Tm TW AT TS Maex Math 'M';t’h-
# () (K) () K) (m/s) (m/s)

2 419.3 399.3 20.0 401.6 0.273 0.357 0.77 47 61.3
3 433.4 420.9 12.5 422.9 0.148 0.204 0.73 26 35.6
7 432.9 402.1 30.8 408.8 0.364 0.509 0.72 63 88.1
9 449.4 439.0 10.4 440.9 0.108 0.145 0.74 19 25.8
12 449.1 427.0 22.1 432.8 0.217 0.318 0.69 39 56.6
16 462.3 449.7 12.6 452.3 0.114 0.157 0.71 20 28.3
22 462.0 449.3 12.7 453.4 0.111 0.158 0.70 20 28.5
25 495.0 484.6 10.4 488.5 0.052 0.075 0.69 10 14.4
27 493.8 481.3 12.5 486.0 0.065 0.093 0.69 12 17.3
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Fig. 4. The variation of r with Mach number for
the experiment and different theoreti-
cal models.

fitting curve given 1in Reference 9. The stan-
dard deviation of the steady state mass flux
estimated using the DSMC code was on the order
of 3.0% due to the discretization of time steps,
cell dimensions and the limitation on the number
of particles used for simulation. The overesti-
mation of the DSMC method used may be related to
the following assumptions in the model:

1. The assumption of a unity condensation co-
efficient. The unity sticking probability
is a crude assumption in the model. Such a
probability is related to the temperature of
the vapor and the nature of the surface of
condensation, and it should be taken into
consideration that it would be below 1.

2. The inadequacy of the hard sphere model to
represent the molecular potential during
molecular interactions.

3. Neglecting the temperature gradient in the
vapor reported by the experimental paper.

4. Neglecting the temperature gradient along
the interface by using the average temper-
ature from the modified Nusselt analysis to
represent the interface temperature.

5. Traces of a noncondensable gas in the
experiment.

B. Comparison With Theoretical Models

In the course of comparing DSMC method to
other theoretical models, &he following models
are going to be introduced:

1. Schrage linear model (S1).

2. Schrage monatomic linearized analysis (52).
3. Labuntsov and Muratova (L&M).

4. Labuntsov and Kryukov model (L&K).

5. Crude kinetic theory (K.T.).

A1l of these analytical models can be casted in
the form

where ¢ is a dimensionless number that varies
from one analytical model to another. For the
previous analytical models ¢ takes the form

(a) s1 :c=(%f—c)/v’7?
(b) S2 : ¢ = V/n/8 = 0.627
. 20
(c) LaM : ¢ = (z——t%sg) / /2n
P T,
1.67 « s
(d) L& : ¢ = [1 + 0.5151n (5= v—2)]
VZ2n Ps ' Ta
P, - Py Y TIT,
(e) Crude K.T. :¢g=s —m>——2
(P, - P)

where o = condensation coefficient = 1.

The comparison with these theoretical models is
given in Tables 2 and 3. Table 2 shows the
estimated values of the fluid velocity, u_, to
the condensing surface using different models.
The estimated values from the DSMC method have a
standard deviation of less than 2%. The surface
temperature is evaluated through the course of
simulation using the modified Nusselt analysis.

Table 3 shows the value of (u x/”th) for
these models with the value estimates using the
DSMC method. The range of this ratio for dif-
ferent models through simulated experiments
range are,

S1 2 0.48 < (uy Jupp), < 0.94
52 P 0.68 < (ug,/uy,), < 1.19
LaM 1 0.60 < (u, /ug ) < 1.13
L&K : 0.54 < (uex/uth)w-i 0.75
KTo @ 1,02 < (u Jug ), < 1.91

psmMc  : 0.69 f-(uex/uth)w-i 0.77

From these ranges it is clear that the DSMC
method is the model which has the most con-
sistent representation of the qualitative trends
and behavior of the experimental data. The
Crude kinetic theory 1is the worst of these
models because it assumes complete thermal
equilibrium near the wall. The value of r has
been plotted versus the Mach number for dif-
ferent experiments in Figure 4. From that
figure it 1is clear that the constant z models
S1, S2, and L& were not able to predict the
variation of ¢ with Mach number, while the L&K
and DSMC models were able to predict ¢ behavior
with Mach number. For small Mach numbers the



Table 2.

Estimated values of fluid velocity, u,, to the condensate

surface using different theoretical models in {m/s).

Ex T, Te 51 s2 LM KT L&  DSMC  EX
# (K) (k)

2 419.3  401.6  55.6 43.7 46.2 27.2  63.9 61.3 47
3 433.4  422.9 36.3  28.5 30.2 17.7 36.6 35.6 26
7 432.9 408.8 67.2 52.8 56.0 33.0 84.0 88.1 63
9 449.4  440.9  29.1 22.9 24.3 14,2 28.1 25.8 19
12 449.1  432.8  49.8  39.1 41.4 243 54,2 56.6 39
16  462.3  452,3 32.4 25,5 27.0 15.8 31.8  28.3 20
22 462.0  453.4  28.5 22.4 23.7 13.9 27.4 28.5 20
25  495.0  488.5  20.2 15.8 16.8 9.8 18,5 14.4 10
27 493.8  486.0 23.9 18.8 19.9 1l.6 22.3 17.3 12

Table 3. Values of (ugy/uip). evaluated using

different theoretical models.

Ex S1 \YA L&M L&K KT DSMC

2 0.85 1.08 1.02 0.74 1.72 0.77
3 0.72 0.91 0.8 0.71 1.47 0.73
7 0.94 1.19 1.13 0.75 1.91 0.72
9 0.65 0.83 0.78 0.68 1.34 0.74
12 0.78 1.00 0.94 0.72 1.60 0.69
16 0.62 0.78 0.74 0.63 1.27 0.71
22 0.70 0.89 0.84 0.73 1.44 0.70
25 0.48 0.63 0.60 0.54 1.02 0.69
27 0.50 0.64 0.60 0.54 1.04 0.69

L& model overestimates the mass flux by nearly
a factor of 2. This may be due to the under-
estimation of collisions near the condensing
surface where the 13-grad moment distribution is
assumed. The DSMC method gives a consistent and
almost constant value for the ratio (uex/uth)w'

CONCLUSION AND FURTHER WORK

The DSMC method can be used to represent
condensation at low pressures with a reasonable
standard deviation. It has the ability to pre-
dict the condensation mass flux, although the

data is overestimated by 20-30%. The unity
condensation coefficient and the hard sphere
potential assumption are the most suspected

reasons for the overestimation. The use of
other models to represent the molecular poten-
tial to compare the effect of different mole-
cular potentials 1is strongly suggested. Also,
the dependency of the condensation coefficient
on the particle energy should be taken into

consideration. The DSMC method is being used
now to predict the effect of a noncondensable
gas on condensation.
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