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I. Introduction

The formation and evolution of shock waves resulting from laser-generated
plasma expansions have been studied extensively in a series of recent experi-

ments.l'7

Such studies provide valuable data for testing theoretical ap-
proaches used to model physical processes occurring in laboratory and astro-
physical plasmas. As an example, in proposed inertial confinement fusion
(ICF) test facilities and r‘eactors,g’9 deuterium-tritium fuel pellets are ex-
pected to release up to several hundred megajoules of energy in the form of x-
rays, neutrons, and ionized debris. If the explosion occurs in a high density
background gas, the debris ions and soft x-rays will be absorbed very close to
the pellet, substantially heating and ionizing the surrounding gas. The re-
sulting pressure increase causes the formation of a blast wave that is well-
described analytically by strong shock theory.10 However, if the density of
the background gas is lowered to the point that the collisional mean free path
of the expanding debris becomes large, the pellet energy is deposited over a
much larger volume. Consequently, the energy release cannot be treated as an
instantaneous point explosion, and strong shock theory is not applicable, In
this case, a more detailed calculation is required to accurately determine the
hydrodynamic properties of the blast wave. Also, radiation losses can become
important and may lead to Tless energy being transformed into hydrodynamic
energy. This can result in a substantially weaker blast wave. Finally, the
time interval over which energy is deposited at the wall of the target chamber
decreases as the gas pressure decreases, producing a greater thermal stress on
the wall. Thus, the degree to which energy is absorbed by the background gas
can play an large role in determining which physical processes will be im-

portant inside ICF target chambers.



In this paper, we present the results from radiation-hydrodynamic calcu-
lations of an ionized plasma expanding into a background gas of varying densi-
ty. The results are compared with experimental data recently obtained at the
Naval Research Laboratory (NRL).3’4’6 In the NRL experiments we have simu-
lated, a solid planar aluminum target was illuminated by an intense laser
pulse (~ 1012 W/cm2 with pulse width ~ 5 ns), producing an explosion of highly
charged Al ions with velocities ~ 5 x 10/ cm/s. The Al ions transfer energy
and momentum (via collisions) to a surrounding nitrogen gas, producing signi-
ficant ionization, and heating the gas to ~ 102 eV. Also, the Al ions, which
are fully ionized as they leave the target,11 undergo charge-exchange and
electron-capture reactions as they speed through the background gas. Thus,
the ionization state of the Al ions decreases as they travel through the gas.
The ambient pressure of the background N, gas was varied from ~ 1072 to 10!
torr (room temperature values). The location of the shock front as it evolved
was monitored using both dark-field shadowgraphy and framing photography.z’6
In addition, spectroscopic observations were made to estimate the temperature,
density, and charge state of the p]asma.3

The background pressures in our calculations cover a range that varies
from the high density, "collisional" regime to the low density, "collision-
Tess" regime. That is, for background gas pressures > 1 torr, essentially all
of the kinetic energy of the debris ions is lost in collisions with background
gas particles that occur within a very small volume near the target., At gas
pressures < 0.1 torr, a large fraction of the debris ions will stream through
the background gas while depositing very little of their energy. The purpose
of this study is to gain a better understanding of the interaction, or

"coupling", between the exploding plasma and the background medium in this



transition region. In particular, we wish to determine whether classical
collision theory can adequately explain the experimental data, or whether
other effects, such as plasma instabilities, must be invoked.

In Section II, we outline the theoretical models and assumptions used in
our calculations, In Section III, the results of our computations and com-
parisons with experimental data are presented. Here, we will first describe
results in which radiation losses are neglected (i.e., radiation transport is
not included in the energy equations). Then we will show how radiation
transport affects the properties of blast waves. Finally, we summarize our

results and conclusions in Section IV.

II. Theoretical Models and Assumptions

We have performed the calculations discussed in this paper with a one-
dimensional radiation-hydrodynamics code called CONRAD.12 A detailed descrip-
tion of the radiation and hydrodynamic equations has been provided else-
where,13 and only a brief outline will be presented below. Here, we shall
emphasize the procedure used to calculate the transfer of energy from the
target debris ions to the background gas.

A) Ion Energy Deposition Model

We assume in our calculations that the only energy source (other than the
ambient thermal energy of the background gas) is the kinetic energy of the
debris ions. The velocity distribution of the ions emitted from the target is
well known from experiments performed with essentially no background gas sur-
rounding the target. It is more difficult, however, to determine the appro-
priate debris mass to use in our 1-D spherical calculations because of the

non-isotropic nature of the plasma expansion in the experiments, Measurements



obtained from experiments in which approximately 100 J of laser energy was
focused onto a planar target4 indicate that roughly 50 J of debris kinetic
energy (0.4 pg of ions with <Vion> ~ 450-500 km/s) expands into the hemisphere
facing the incoming laser beam. Roughly half of that was contained in a cone
of solid angle ~ n/2, and whose axis of symmetry lies perpendicular to the
target (along the laser axis). Since most measurements of the shock proper-
ties were made in the solid angle where the debris concentration was highest,
an equivalent value to use for the Al kinetic energy expanding into 4 «
steradians in our simulations is ~ 150-200 J. That is, we simulate the NRL
experiments using an isotropic spherical expansion of Al ions having a kinetic
energy of ~ 12-16 J/steradian,

In assuming the debris ion kinetic energy is the sole energy source, we
have neglected the energy emitted from the target in the form of x-rays.
These x-rays partially ionize (0.2%) and heat the background gas to ~ 1-2 eV S
before the target ions arrive. Ripin et al.? estimate that ~ 90% of the ener-
gy absorbed by the target is converted to debris energy. Thus, we can expect
the target x-ray energy emitted to be < 10% of the absorbed energy. Because
the uncertainties in estimating the debris ion kinetic energy are much larger,
we have chosen to neglect the effect of the target x-rays.

A time- and energy-dependent model is used to compute the debris ion
energy deposition. The ions are assumed to explode isotropically from the
target area with a constant flux over a period approximately equal to the
laser pulse width (~ 5 ns). Their velocity spectrum is divided into 10 dif-
ferent energy groups, and the time interval over which the ions are emitted is
divided into 100 time bins. The Al ions transfer energy to the background gas

through collisions at a rate determined by the ion stopping cross-sections.



The energy and location of each ion group is tracked until the ion velocities
eventually fall below the thermal velocity of the gas, or until they escape
the computational grid.

The ion stopping cross-sections are calculated using a model similar to
that described by Me]horn.14 The debris ions interact with the background gas
via ion-neutral, ion-ion, and ion-electron collisions. Other processes, such
as plasma instabilities, are not included. The stopping cross-section is de-
fined to be the increment of energy dE lost by a "projectile" ion (here, an Al
jon) as it travels a distance dx through a material of atomic number density
N. Mathematically, the stopping cross-section can be written as:

1 dE

— =S +S _+S. +5S... (1)

S %W dx n be fe ii

S, and S, are the contributions from elastic nuclear scattering and inelastic
scattering from bound electrons, respectively. These arise from ion-neutral
collisions and are therefore important only at lower temperatures. Sg, repre-
sents the contribution from collisions between the debris ions and free
electrons, and becomes important at temperatures > 1 eV. The ion-ion term,
Sjjs contributes only at very high temperatures (> 103 eV), and can be ignored
for the problems discussed here,

When the debris ion velocities are small compared to the orbital "veloci-
ties" of the bound electrons (~ v, = velocity of an electron in the first Bohr
orbit of hydrogen ~ 2.2 x 108 cm/s), the stopping cross-sections for ion-
neutral collision are calculated using the Lindhard-Scharff mode],15 which 1is

based on Thomas-Fermi theory.16 At higher ion velocities, these cross-

sections are calculated using the Bethe mode].14 Comparisons between the



theoretical stopping cross-sections and experimental data are shown in Figs. 1
and 2. The cross-sections for protons (Fig, 1) and aluminum ions (Fig. 2)
traveling through nitrogen at room temperature are plotted as a function of
the ion kinetic energy. The theoretical values are indicated by the solid
line 1in each figure. Data taken from the tables of Northcliffe and
Schillingl/ are indicated by the dashed lines. This data is based on a combi-
nation of experimental data and theoretical models. Also shown in Fig. 1 is a
dotted curve which is a fit to experimental data.l®

Figure 1 shows the theoretical stopping cross-sections for protons are in
excellent agreement with the experimental data over the entire energy range.
The Northcliffe and Schilling data also agrees with the experimental data for
fons with kinetic energies > 200 keV, but are up to a factor of 2 too low at
lower energies. In this plot, the total cross-sections are dominated by the
inelastic scattering term Spes In Fig. 2, elastic collisions (Sn) make the
largest contribution for kinetic energies below 100 keV. Here, the theoreti-
cal values for Al agree well with the Northcliffe and Schilling data. Unfor-
tunately, experimental data for relatively heavy projectiles is sparse at
energies relevant to the NRL experiments (< 102 keV). Even so, Ormrod et
a1.19 have shown that the Lindhard-Scharff model is in general agreement with
experimental data (within a factor of 2) for a wide variety of projectiles and
stopping media. Consequently, we feel the low temperature contributions to
the theoretical stopping cross-sections should be fairly reliable.

At higher temperatures, the background gas becomes ionized and the stop-
ping powers become dominated by electron-ion collisions. The free electron

stopping cross-section is proportional to the square of the charge state of
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stopping cross-sections for Al ions traveling through a partially ionized

the projectile ion Z Figure 3 shows the theoretical total
nitrogen plasma. The temperature is 10 eV and the average charge state of the
nitrogen is assumed to be 2. The three curves were calculated for three dif-
ferent values of the projectile charge states: a7+ (top curve), A14+, and
Al (bottom curve). At an energy typically observed in the NRL experiments,
say ~ 30 keV, the ion stopping power for INEASE R predicted to be roughly 10
times higher than that for singly ionized aluminum. The reason for this is
the larger Coulomb field originating from the more highly charged ion results
in greater momentum transfer to the electron.

The strong dependence of the total stopping cross-section on the projec-
tile charge indicates the importance of knowing the charge state of the Al
ions as they evolve in time. This of course requires calculating the cross-
sections for charge-exchange and electron-capture reactions for the various
ionization states of Al as a function of velocity. Because of the complexity
involved in calculating these cross-sections, we have used an "average" charge
for the Al ions, which in effect becomes an adjustablie parameter. The sensi-
tivity of the results to this average charge is addressed in Section III.

B) Hydrodynamic and Radiation Models

As the debris ions collide with and heat the background gas, energy is
transported away from the target by radiation, electron conduction, and hydro-
dynamic motion. The mass, momentum, and energy conservation equations are
solved using single-fluid Lagrangian hydrodynamics. Equation of state tables
are computed assuming local thermodynamic equilibrium (LTE), with the ioniza-

tion states calculated using the Saha equation at high densities and low



Y15

* .

=

QO

>

~1.0

X

§®)

=

N

1

T0.5 :
O‘O : i IIIIIIII | ILlllIl| | ILIIILII | llI.IlH-

*—12
M
)

/danJx1O*
O

Stopping Power for Al = N (T=10 eV, Z =2)

1 T TTTTTg I P TTTTg ) LU ALY 1 P TUTTTd

58
O

lIlI]lllIlllll[lllllllIl\llllIllllllllllllll[llllllll

1 10 10° 104

. 102
Kinetic Energy (keV)
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eV as a function of aluminum kinetic energy. Curves correspond to Al
charge states of 7 (top), 4 (middle), and 1 (bottom).
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temperatures, and the coronal equilibrium model elsewhere, The 1ions and
electrons are assumed to be in equilibrium, and thus have the same tempera-
ture. A detailed description of the computer code used to generate the
equation of state data (called MIXERG) is given e]sewhere.21

Multigroup radiation transport equations are solved using the flux-

limited diffusion approximation.22

This approach, which assumes the photon
mean free paths are small compared to the characteristic lengths in the
problem, is not always reasonable for the conditions that occur in the NRL
experiments, Therefore, we expect the radiation model may produce somewhat
inaccurate, though not physically unreasonable, results. Radiation is trans-
ported using 20 frequency groups. The opacity tables used were calculated
with MIXERG.

Although no experimental data exists that can be used to assess the accu-
racy of the opacities and equation of state at high temperatures, comparison
with other theoretical results can give an indication of the uncertainty in
these values. Comparisons between the MIXERG data and the Astrophysical
Opacities Library (AOL) at Los Alamos23 indicate that the MIXERG opacities are
somewhat lower (about an order of magnitude or so) than the AOL values at
photon energies < 10 eV. This may be caused by the somewhat simple model used
by MIXERG to calculate the contributions from bound-bound transitions. On the
other hand, the degree of ionization predicted at high temperatures (i 20 eV)
is significantly higher in the AQL tables for nitrogen. In this case, it ap-
pears the AOL calculation may be relying on the Saha model at all tempera-
tures, and may therefore be inaccurate. In any case, we will show below that

radiation transport can significantly affect the results of our simulations.
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III. Results

Next, we present the results of our calculations and compare them with
experimental data. We have performed simulations in which Al ions expand iso-
tropically into a nitrogen background gas. The initial gas pressures selected
for our calculations range from 0.025 to 5.0 torr. The velocity distribution
for the Al ions was chosen to approximate experimental time-of-flight data,4
and the total kinetic energy of the ions was varied by adjusting the total
mass of the exploding Al. We assumed an average charge state of 4 for the Al
ions, unless otherwise indicated.

In the first part of this section, we will describe the results from
simulations in which radiative transfer is neglected. In these problems,
energy is transported away from the target by electron conduction and hydro-
dynamic motion, Results from calculations in which the diffusion approxi-
mation is used to model radiation transport will be discussed in the second
part of this section. We have performed calculations with and without radi-
ation in order to assess the importance of radiation energy losses, and also
to test the validity of using the radiation diffusion approach under the
conditions that existed in the NRL experiments.

A) Hydrodynamic Calculations

Some typical results from our calculations are shown in Figs. 4(a)
through 4(e). Plotted as a function of distance from the target are the
plasma temperature, pressure, mass density, electron density, and fluid
velocity. The different curves in each figure represent simulation times
ranging from ~ 40 ns to ~ 250 ns (the shock moves from left to right in these

figures). The total debris ion kinetic energy used in this calculation was 70

12
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J, and the initial gas pressure was 5 torr. Radiation transport was not
included in this calculation.

The most noticeable feature in Figs. 4(b) through 4(e) is the presence of
a strong shock front., The front travels radially outward with a velocity ~ a
few x 107 cm/s at early times, and slows as it sweeps up mass from the back-
ground gas. The shock front 1is quite clearly defined in simulations with
this initial gas pressure, with the peak values for the pressure, fluid
velocity, mass density, and electron density all occurring at about the same
radius. Behind the shock front is a hot, low density microfireball, where the
temperature distribution is roughly isothermal near the center. At the times
shown, the temperatures are high enough to substantially ionize the gas in the
fireball region,

We can compare the results from this calculation with observations from
experimental shots in which 25 J of laser energy was focused onto an Al foil
target.3 In this experiment, the initial gas pressure surrounding the target
was 5 torr, and the gas was composed of 90% N, and 10% H,. From spectroscopic
data, McLean et a1.3 have determined that the shock front reaches a radius of
1 cm (perpendicular to the target) at ~ 100 ns. Also, they have estimated the

3

peak electron density at that point to be roughly 5 x 1018 cm™”, and placed an

upper limit of ~ 14 eV for the electron temperature. The uncertainty in the

N2+ would

temperature, however, is rather large because of the assumption that
be the highest observable ionization state. These observations are reasonably
consistent with the results plotted in Fig. 4. Our calculations predict a
shock arrival time at 1 cm of 95 ns, a peak electron density at 1 cm of 4.7 x
1018 cm'3, and a peak temperature at 1 cm of 30 eV. The differences between

the calculated and experimental temperatures may be due to either neglecting

18



radiation losses in our calculations (discussed in more detail in Section
II1.B), or simply because of the large uncertainties in the experimental
determination, But overall, the 25 J laser energy experiments are well-
described by our 1-D hydrodynamic simulations using a total debris ion kinetic
energy of 70 J (or ~ 5.6 J/steradian).

It is somewhat surprising that the debris ion kinetic energy required by
our calculations to predict the experimentally observed shock arrival time at
1 cm is so large. In Section II.A, we estimated that a debris ion energy

(E of ~ 150-200 J expanding into 4rn steradians in our calculations should

1on)
produce the same ion concentration that was observed in the experiments using
100 J of laser energy (Elaser) on target. That is, the ratio of the debris
ion energy used in our simulations to the experimental laser energy is
Eion/Elaser ~ 1.5-2.0. However, to predict the shock arrival time observed in
the experiments wusing 25 J of Tlaser energy, our calculations require
Eion/E1aser ~ 70 J/25 J ~ 2.8. This larger ratio is likely caused by differ-
ences in the debris expansion characteristics between the 25 J and 100 J laser
energy experiments. For example, the anisotropy in the plasma expansion may
have been more pronounced in the 25 J experiments, or perhaps the velocity
spectra of the target ions were significantly different. These effects could
result from differences in the laser spot size focused on the target, the
pulse duration, or the laser beam intensity.1’25 ‘

It is also of interest to track the evolution of the shock front as it
propagates away from the target area. This is because the shock velocity pro-
vides information about how much energy from the debris ions has been

“coupled" into the background gas. For instance, overestimating the ion stop-

ping cross-sections will result in shorter mean free paths for the Al ions,

19



and energy will be absorbed by the background gas closer to the target. And
if the ion stopping range is comparable to or larger than the shock radius,
the resulting shock radius will be too large. Comparisons between our calcu-
lated shock radii and experimental observations are shown in Fig. 5 as a
function of time. In these calculations, the total debris ion energy was
150 J (~ 12 J/steradian). The solid curves represent the calculated radii for
4 different initial gas pressures: 0.1 (at top), 0.3, 1.5, and 5 torr. The
open symbols in each plot represent the shock positions observed in NRL
experiments in which 100 J of laser energy was focused onto the Al target.
The straight dashed line originating from the origin represents the initial
velocity of the debris ions (~ 5 x 10/ cm/s). The experimental data were

6

obtained using framing photography of the visible emission fronts. Because

6 we have defined

the emission is a strong function of the electron density,
the location of the shock front in our simulations to be the radius at which
the electron density was a maximum,

Figure 5 shows that the calculated shock radii are in reasonable agree-
ment with the experimental data at all pressures. The calculated shock radii
for the 0.1 and 0.3 torr cases are slightly greater than the experimental
values, while the radii for the 1.5 torr case agree quite well with the data.
In the 5 torr problem, the computed radius agrees with the NRL data at early
times (< 100 ns), but predicts a somewhat larger radius at later times. It is
worth noting that the calculated curve at 5 torr has a trajectory that is
quite similar to that predicted by strong shock theory (r « t2/5).10 Although

there is some "scatter" in the NRL data, the experimental shock velocities are

noticeably smaller than the calculated velocities at times > 100 ns. Thus, it

20



IlllIJlllllllllIlllllIllILllllllll]llllllllllllll

3.0

N
4y

N
o

Shock Radius (cm)

©
o

AR EEE NN ENARE NN EEEEEENNNNRENENERENNNEEY

0.0

EEREERENEREN

PP T TTTT T IT I AT T

LU L L LU L L L O O B R AR

Fig. 5.

0

]IllllllI[II]III|]||l|lll||ll||lllIllllllllllllll

50 100 150 230
Time (nsec)

Shock front radius vs. time. Solid curves represent calculated
values, Radiation effects were not included. Experimental data as
shown for ambient gas pressures of 0.1 torr (diamonds), 0.3 torr
(squares), 1.5 torr (circles), and 5.0 torr (triangles).

21

250



appears that the part of the shock front observed in the NRL experiment, which
is perpendicular to the target and along the laser axis, is losing a signifi-
cant amount of énergy at these times. One explanation for this is a signifi-
cant amount of radiant energy may be escaping from behind the shock front in
the NRL experiments. Another possibility is that energy that was preferenti-
ally deposited along the laser axis (due to the anisotropic debris ion flux)
may be diffusing away from this axis. In this case, the shock front would
become more spherical as the energy is redistributed away from the laser axis.

The sensitivity of our results to the uncertainties in the charge states
of the Al ions is illustrated in Fig. 6. As discussed in Section II.A, we can
adjust the energy deposition range of the Al ions by modifying the average
charge state used in calculating the free electron stopping cross-sections.
Figure 6 compares the results of calculations using different values for the
Al charge state for both the 0.1 and 5 torr problems. The solid curves repre-
sent the shock radii computed using an ionization state of Al4+, and the
dashed curves represent similar results for A12+. The open symbols represent
the experimental values. In these calculations, the debris ion kinetic energy
was again 150 J, and radiation transport was neglected. The shock radius is
seen to be quite sensitive to the charge state of the debris ions at 0.1 torr,
An ionization state of 3 would produce good agreement with the experimental
data. At higher pressures, the blast wave properties show little dependence
on the ionization state of the debris ions. This is because the Al ions lose
essentially all of their energy in a very small volume of gas near the target

regardless of the free electron stopping cross-sections.
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We have also performed calculations for a case with 0.025 torr background
gas and found good agreement with the NRL data when the ionization state of
the Al ions was increased to 6. The "average" charge state of the debris ions
should of course increase as the background gas pressure decreases because the
distance an Al ion must travel before capturing each electron becomes larger.
Although the blast wave properties at this ambient pressure are extremely
sensitive to the assumed ionization states of the Al ions, we have demon-
strated that a model based on classical collision theory can quite adequately
describe the energy transfer from the debris ions to the background gas in the
NRL experiments. Collective effects, which are not included in our stopping
cross-section model, are not required to increase the "effective" collisional
interaction, and so are probably not a significant source of momentum transfer
for ambient pressures down to 25 mtorr,

In another study, Kacenjar et a1.7 reported the results of computer simu-
lations in which they calculated the hydrodynamic and magnetic properties re-
sulting from spherical plasma expansions occurring in the presence of a mag-
netic field. In their simulations, rate equations for various collisional
processes were used to calculate the evolution of the jonization states of the
aluminum and nitrogen particles. In a problem similar to one reported in
their paper, we calculated the response of a 0.2 torr background gas to an 82
J spherical expansion of Al ions. Whereas Kacenjar et al, found the shock
front radius (defined by peak electron density) at 100 ns to be ~ 1.0 cm, our
calculations predict a substantially larger shock radius of 1.6 cm. Interest-
ingly, by reducing the charge state of the Al ions in our calculations from 4
to 0 (i.e., neutral Al), the shock radius at 100 ns decreases to 1.0 cm. That

is, the two calculations produce similar results when we completely neglect
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the effects of collisions between the Al ions and free electrons in our calcu-
lations.,

We can estimate what the observed shock radius at 100 ns was in the
0.2 torr NRL experiments from the "coupling efficiency" curves of Ripin et

a1.4

From emission photography data, the shock radius is estimated to be
1.5 + 0.1 cm. Although a smaller radius (1.1 %+ 0.2 cm) is predicted from
shadowgraphic measurements, the emission front results are expected to be more

6 Our simulations

reliable when the background gas pressure is < 0.3 torr.
best reproduce the emission photography data when the charge state of the Al
ions is ~ 3. Note that this ionization state also produced the best agreement
with experimental data at 0.1 and 0.3 torr (see above).

Strong shock theory has been usedls? to find the "effective" energy
coupled into the blast waves in the NRL experiments. But this approach is
only valid when: 1) energy losses (e.g., due to radiation) are unimportant,
and 2) at times and distances that are large compared to those over which the
energy is deposited. Our calculations indicate that the second condition does
not hold for the lower pressure experiments (< 1 torr). Figure 7 shows the
spatially integrated debris ion energy deposited as a function of distance
from the target. The total ion kinetic energy used in these calculations was
~ 150 J, and results are shown for 4 different initial gas pressures. At 5
torr, it is seen that essentially all of the ion energy is deposited within
~ 0.5 cm from the target. At lower pressures, however, the volume over which
the energy is deposited increases substantially. Only 50% of the energy from
the Al ions has been transferred to the background within a radius of ~ 1.8

and 5.4 cm for the 0.3 and 0.1 torr cases, respectively. By comparison, the
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maximum shock radii measured in the NRL experiments is ~ 2.5 cm. Hence,
strong shock theory will not be as reliable when estimating the properties of
blast waves in the NRL experiments for the pressures much below 1 torr.

Another reason the shock trajectories in Fig. 5 should not follow those
predicted by strong shock theory (r « t2/5) is that hydrodynamic motion is not
the dominant means of energy transport at early times. This is more readily
seen at the lower nitrogen gas pressures. (Although this effect is not clear-
ly seen in the NRL data shown here, it is much more noticeable for the 0.025
and 0.044 torr data.4’6) At early times, the radius increases at a rate
roughly equal to the debris ijon velocity. At lTow ambient pressures, the Al
ions transfer enough energy to heat the background gas, but not enough to
significantly slow the ions. During this time, electron conduction is re-
distributing within the microfireball energy that was deposited by the debris
jons. Eventually, the debris ions are stopped; in the case of low pressures,
they are unable to heat the background gas sufficiently to cause significant
ionization. The latter occurs because the flux of Al ions decreases as l/r2
(r = distance from the target). When the debris ions are unable to suffici-
ently heat the gas to the point that electron thermal conduction is important,
hydrodynamic flow becomes the primary means of energy transport. 1In our 0.1
torr calculation, the shock radius does not follow a r « t2/5 trajectory until
times > 200 ns.

The above results show that the stopping power model in CONRAD, which is
based on classical collision theory, can explain the blast wave properties
observed in the NRL experiments for ambient gas pressures down to 25 mtorr.
The calculations best reproduce the experimental blast wave data in the 0.1 to

0.3 torr range when a charge state of 3 is assumed for the Al ions, and at
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0.025 torr when a charge state of 6 is used. For background gas pressures

> 1 torr, the shock radius is relatively insensitive to the assumed ionization
state of the Al jons. The increase in the ionization state of the Al projec-
tiles should be expected because the Al ions must travel farther before
capturing an electron in a lower density plasma.

B) Radiation-Hydrodynamic Calculations

We next examine how including radiative transport in the energy equations
affects the results of our simulations. We have performed a series of calcu-
lations similar to those described in Section III,A, but this time radiation
transport is included using a flux-limited diffusion model.

Figures 8(a) through 8(d) show results from a radiation-hydrodynamic
calculation assuming a total debris ion energy of 70 J and an ambient N, gas
pressure of 5 torr. Plotted as a function of radius are the plasma tempera-
ture, radiation temperature, plasma pressure, and electron density. Comparing
Fig. 8(a) with Fig. 4(a), it is seen that the plasma temperature is a factor
of ~ 4 to 6 lower when radiation transport is included in the calculation.
The plasma temperature distribution is roughly isothermal at times > 100 ns.
At earlier times, temperature variations persist because the plasma is emit-
ting radiation faster than electron thermal conduction can reduce the gradi-
ents., This effect 1is not necessarily real, however, because the computed
emission rate may be somewhat large due to our assumption that LTE exists.
Figure 8(b) shows that the radiation temperature (defined to be proportional
to the fourth root of the radiant energy density) is significantly lower than
the plasma temperature, which indicates that the radiation field has not had

time to equilibrate with the plasma. Instead, the relatively short diffusion
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times allow a significant fraction of the radiant energy to diffuse outward,
far ahead of the shock front. Consequently, the escaping energy reduces the
temperature in the microfireball, and less energy is available to generate
hydrodynamic motion. This can result in a substantially weaker blast wave.

Because of the large radiation losses, the shock velocity is substanti-
ally lower, The shock arrival time at a distance of 1 cm from the target is
145 ns (Fig. 8(d)). This is roughly 50% longer than the value found from
calculations in which radiation losses were ignored (Fig. 4(d)). In order to
match the shock arrival time in the 25 J laser energy experiments of MclLean et
al. (see Section III.A), the total debris kinetic energy in our calculations
must be raised to 140 J (i.e., a factor of 2 increase). Although the pre-
dicted electron density and temperature in the 140 J calculation are in agree-
ment with the values derived from experimental data, it seems unlikely that
such a large debris ion flux (Eion/Elaser ~ 5.6) would be produced in the 25 J
laser energy experiments.

Another interesting effect reported by McLean et al, was that a discrete
jump in the continuum intensity was detected at a point 1 cm from the target
roughly 50 ns before the shock front arm‘ved.3 The electron density in this
"pre-step" region was estimated to be ~ 2 x 1018 cm'3, or about 40% of the
peak electron density observed when the shock front arrived. This effect is
not observed in our calculations when the usual radiative transfer model was
used (see Fig. 8(d)). But a "pre-step" was seen qualitatively in similar
calculations in which the values in the opacity tables were increased by a
factor of 100. Because of the shorter photon mean free paths, radiation
emitted from behind the shock front can be reabsorbed in a region just ahead

of the shock front instead of escaping to much farther distances. It seems

33



quite possible that given the uncertainties in the opacities, the "pre-step"
observed in this experiment was caused by the absorption of radiation emitted
from behind the shock front. This conclusion would also be consistent with
the possibility that our opacities are somewhat low (see Section I1I.B).

The shock radii computed in a series of radiation-hydrodynamic calcu-
lations using a debris ion energy of 150 J are shown in Fig, 9. The initial
background gas pressures range from 0.1 torr (top curve) to 5.0 torr. The
open symbols again represent the NRL data. The calculated shock radii are
somewhat larger that the experimental values for the 0.1 and 0.3 torr cases,
but slightly small for the 1.5 and 5 torr cases. It is also seen that, except
for the 5 torr case, the calculated shock velocities are somewhat lower than
the experimental data predict. This indicates that too much energy is being
radiated from behind the shock front in our calculations. When radiation
losses are neglected, the calculated shock velocities are in much better
agreement with the experimental data (see Fig. 5). Thus, as Ripin11 has sug-
gested, it appears that radiation plays a relatively minor role in the energy
transport of the NRL experiments.,

The 1large radiation losses in our calculations may arise from two
problems. The first is that the values in our opacity tables are too low (see
Section II.B). The second is that the radiation diffusion approximation is
inappropriate to use for the conditions in these problems. The validity of
the diffusion approximation can be tested by estimating the value of the
photon mean free path. For a nitrogen gas at a temperature of ~ 10 eV and a
density corresponding to an initial pressure of 1 torr, the Rosseland opacity

is ~ 102-103 cmz/gram.24 This leads to a photon mean free path of ~ 102-103
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cm, Clearly, this violates the assumption that the photon mean free paths are
small compared to the characteristic dimensions of the problem. Hence, the
diffusion approximation may lead to rather inaccurate results in simulations

of the NRL experiments.

IV. Conclusions and Discussion

The results we have presented indicate that the interactions between the
expanding debris ions and the nitrogen background gas in the NRL experiments
can be adequately modeled using classical collision theory. Collective ef-
fects are not required to explain the blast wave data down to pressures of at
least 0.025 torr. We have also shown that the blast wave properties depend
sensitively on the charge state of the debris ions for ambient gas pressures
below 1 torr. This is because electron-ion collisions are the dominant mecha-
nism of energy transfer from the debris ions in the experiments, and because
the collisional mean free path becomes larger than the shock radius at the
Tower pressures,

The NRL blast wave data are best reproduced by calculations in which the
initial debris ion kinetic energy is ~ 150 J, the energy loss due to radiation
is neglected, and the "average" charge state of the Al ions is ~ 3 for ambient
pressures of 0.1 to 0.3 torr and ~ 6 for ambient pressures near 0.025 torr,
The Al 1ions are expected to be more highly ionized in the lower density
experiments because they must travel farther before capturing an electron., It
is realized that computing the stopping cross-sections using a constant value
for the Al charge state is rather simplistic. Although the charge state has

been shown to be unimportant when the background gas pressure is > 1 torr,
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calculations at lower pressures should include the effects of charge transfer
between the debris ions and background plasma.

We suspect the rather large radiation losses in our calculations are
caused by a breakdown in the assdmptions of the radiation diffusion model
and/or by opacity values that are too low. It is also expected that equi-
1ibrium assumptions wused in our calculations are not always valid for the

conditions that occur in the NRL experiments. For example, the mean collision

time between electrons and ions is given by:10
7 3/2
o 5x 10" A Tev
ei NZZ

where T, is the plasma temperature in eV, A is the atomic weight, Z is the
charge state, and N is the ion number density. Thus, for A = 14 (nitrogen),
Tev =10, Z =2, and N =7 x 1016 (corresponding to a gas pressure of 1 torr),
the collision time is ~ 80 ns. Clearly, the equilibration time between the
electron and ions is not small compared to the times discussed in this paper,
This may be particularly important because the primary mechanism for transfer-
ring energy from the debris ions to the background plasma is ion-electron
collisional interaction,

Finally, we mention that experiments such as those performed at NRL might
be used to measure the stopping cross-sections of gases at high temperature.
Measurements of the mass and average velocity of the debris ion reaching
charge collection detectors have previously been made at various gas
pressures., If reliable estimates of the electron density and charge states
could be obtained, constraints could be placed on the stopping cross-sections

for electron-ion collisions. Also, measurements of the debris ion charge
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states at various distances from the target could provide valuable information

about the charge transfer process.
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