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1. Introduction and Summary

A. Introduction

This is a progress report outlining our activities during the period
August 1981-February 1982. The report is a compendium of Fusion Engineering
Program UWFDM documents covering the various tasks undertaken during this
seven month time period. As such, it is "informal" and is meant to have a
limited distribution outside of UW and Sandia.

Our statement of work for this time period is reproduced below to serve

as a focus for the remainder of the report.

Statement of Work

Thie proposal is for a continuation of research on cavity and
first wall design for light ionm beam fusion. The work focusses on
the design of a Target Development Facility (TDF) to be used for
the testing of high yield targets. This facility will also be
used for "radiation effects" simulations. In particular, the
"kinetiec" blast and thermal loadings on the vessel first wall due
to pellet emanations both absorbed and unabsorbed by the gas in
the vessel will be studied. The results of this effort will fall
into four major areas.

1. A structural frame to support the armor plated first wall will
be designed.

2. Models will be developed to predict the permissible thermal
and mechanical stresses in the firet wall, structural frame,
and ducts. This will be consistent with an expected lifetime
of 1.5 z 10% full yield target shots and 5 x= 10% pulsed power
shots.

3. A method for replacement of the wall panels will be developed,
consistent with the mechanical design.

4. Neutron activation levels in the vieinity of the wall panels,
frame, and components of the beam line will be computed.



The report is divided into three major parts. Section two is a survey to
determine suitable structural materials for the first wall and support frame.
Section three is a description of the mechanical design of the first wall and
frame. It also includes a discussion of the methods recently developed to
analyze the frame's response to the blast overpressure. Section four covers
new results in the area of cavity gas dynamics calculations. The appendix
gives a list of publications, reports, theses, etc., that have resulted from
our work. In the final part of this section we provide an "executive summary"
of the progress report.

B. Executive Summary

The Light Ion Beam Fusion Target Development Facility is designed to test
high yield targets (200 MJ) at the rate of 10 shots per day for a lifetime of
five years. It is expected to be built in the early 1990's time frame. Table
I gives typical parameters for this facility. Figure 1 shows a conceptual
design of the LIB-TDF. The pulsed power driver is similar in design to the
PBFA-I and PBFA-II facilities. There is an oil-filled outer annular tank that
contains the Marx capacitor banks. Inside of this is a water filled annular
section containing the intermediate storage capacitors and pulse forming
lines. The water serves as the dielectric medium. Inside of this are sixty
magnetically insulated transmission lines through which the power flows from
the "water section"” to the ion diodes located outside of the first wall of the
target chamber. This section is filled with borated water that serves as a
radiation shield. This water shield effectively moderates and absorbs the
fusion neutrons. This section can be drained to gain easy access to the
target chamber through the diagnostic port on the top. Further drainage will

allow the removal of the top "head" of the target chamber for complete access



Table I. Single Pulse Test Facility Parameters

Pellet
Nature
Energy requirement
Gain
Yield
Mass
Radius
Driver

Energy in store
Energy at diodes
Diode voltage
Ion specie
Ion energy
Power at diodes
Pulse width at diodes
Response time
Jitter time

Channel
Length
Current
Current rise time
Radius at firing time
Density rarefaction factor
Number

Channel Laser System

Laser pulse width

Distance from last mirror to pellet
Beam-aiming mirror radius
Beam-aiming mirror mass

Pellet tracking distance
Hydromotion at firing time

Aperture vane port radius

Cryogenic
<4 M

50

< 200 MJ
0.5 gm
0.5 cm

15 MJ
8 MJ

4 MV
Hett

8 MeV
200 TW
40 ns
1.5 us
10 ns

4.0 m
85 KA
1 ps
0.5 cm
4

60

1 yus

10 m

5 cm

0.2 kg

10 cm
Negligible
2 cm




Table I.

(continued)

Aperture open time
Blanket port radius

Pellet Injection and Tracking
Pellet acceleration
Accelerator tube length
Pellet injection velocity

Allowable beam incidence error
Beam-aiming mirror actuator energy
Cavity Gas
Type
Density
Temperature
Cavity
Shape
Height
Radius
Overpressure incident on wall
Shot repetition rate
First Wall
Thickness
Material
Design
Number of panels
Panel width
Panel height
Cycles to failure

200 s
10 cm

500 m/sec? (500 g's)
9m

300 m/sec

1 mm

14

99.8% Ar, 0.2% Na or N,
7 x 1023/m3
300°K

Cylinder
6.0 m
3.0 m
1.7 MPa
10/day

3 cm

Aluminum

Solid plate panels
60

0.47 m

2 m

1.5 x 10



Figure 1 Light Ion Beam Target Development Facility
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to the inside. This is shown schematically in Figs. 2 and 3 for two different
concepts. For "non-nuclear" testing, the water can be removed completely for
access to the magnetically insulated transmission lines and the ion diodes.

The target chamber consists of permanent first wall panels, welded to a
permanent structural frame. A closeup view of this design is shown in Fig.

4. The first wall armor plate is about 3 cm thick and the frame consists of a
"tubular beam" design to give high stiffness per unit mass. Transmittal of
the blast overpressure through the first wall and into the water shield is a
concern with this design. We propose that this shock be strongly attenuated
in the water by a region containing air bubbles created by the bubble plenum
shown around the base of the target chamber. Work on this concept is still in
progress.

With the exception of its size, twice the linear dimension of PBFA-II,
this facility bears a striking resemblence to swimming pool type fission re-
search reactors. The new key element of the overall design is the water
shield that allows great flexibility in terms of access to the target chamber
and surrounding hardware.

A survey of seven different metal alloys has been done to determine which
is most suitable as the first wall material. These alloys are Al 6061, Al
5086, 304 SS, HT-9 ferritic steel, Ti-6V-4A1, Cu-Be C17200, and Cu-Be C17600.
The two aluminum alloys are nearly the same. Discussions with Alcoa engineers
indicated that Al 6061 is best for rolled sheet and Al 5086 is best for
extruded stock. We looked at a common stainless steel alloy, 304 SS, and an
advanced ferritic steel alloy, HT-9. A titanium alloy, Ti-6V-4Al, was con-
sidered because of its excellent high temperature, high strength characteris-

tics. The two Cu-Be alloys were chosen because of their high thermal conduc-
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tivities. Physical properties such as specific heat, thermal conductivity,
Young's modulus, Poisson's ratio, yield stress, fatigue 1ifetime, and others
were assembled for all of these alloys and in some cases, for differing heat
treatments (tempers) as well.

Worst case conditions from fireball calculations were used as input to
first wall response calculations for each of these alloys. In other words,
the highest overpressure and the highest heat flux obtained from the many
fireball calculations were used together to design the first wall even though
these conditions did not exist in the same cavity gas calculation. The worst
overpressure is shown in Fig. 5 and the worst heat flux is in Fig. 6. This
means that we have conservatively spanned the possible conditions within the
target chamber. The first wall thicknesses required to meet fatigue lifetime
constraints for the different alloys are given in Table II. Corresponding
unfabricated costs are given in Table III.

A serious problem in this facility is induced radioactivity in the target
chamber and its influence on access to the interior. Table IV shows the radi-
ation dose received at the first wall and 8 meters from it after one week of
operation for three of the candidate alloys. (Similar calculations for the
other alloys are continuing.) We note that the two steels have lower initial
dose levels but these do not decay away very rapidly. The long-lived isotopes
responsible for this activity have not saturated after one week of operation
and will continue to grow in concentration as the facility is operated. We
see in Table V that after one year of operation these steels have very high
dose levels even a week after shutdown. On the other hand, the aluminum alloy

is initially very hot, but decays to safe levels after one week in both the

10



Fig. 5
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Fig. 6
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Table II.

Thickness Required to Avoid Excessive Flexural Stresses

Material

Al 6061

Al 5086

304 SS

HT-9
Ti-6A1-4V
Cu-Be C17200
Cu-Be C17600

Thickness (cm)

1.95

Table III. First Wall Panel Materials Costs (Unfabricated)

Material

Al 6061

A1 5086

304 SS

HT-9
Ti-6A1-4V
Cu-Be C17200
Cu-Be C17600

Unit Cost ($/kg)

1.8
1.8
1.26
18.
27.8
8.35
8.35

13

Mass
1.92
1.89
4.42
3.58
1.98
2.16
4.72

(kg) Cost ($)

x 10% 3.5 x 104
x 10% 3.4 x 10
x 10° 5.56 x 10%
x 10% 6.44 x 10°
x 10 5.5 x 10°
x 104 1.8 x 10°
x 10 4.0 x 10°



Table IV. Dose Calculations for LIB-TDF

One Week Operating Time @ 16 kW

Time After Dose At Dose At Operating
Shutdown First Wall (mr/hr) Floor (mr/hr)
Al 6061

0 2.1 x 103 2.3 x 102

1d 264 . 28.

1w 0.4 4 x 1072
HT-9

0 369. 42.8

1d 13.9 1.56

1w 2.58 0.23
SS 304

0 373. 43.3

id 5.8 0.66

1w 3.6 0.42

14



Table V. Dose Calculations for LIB-TDF

One Year Operating Time @ 16 kW

Time After Dose At Dose At Operating
Shutdown First Wall (mr/hr) Floor (mr/hr)
Al 6061

0 2.1 x 103 230
1d 2.6 x 102 28

1w 1.65 0.18
HT-9

0 489 55

1d 114 13

1w 101 11
SS 304

0 481 54

1d 109 12

1w 105 12

15



one week and one year operating scenario. This has significant ramifications
for hands-on access to the target chamber.

Our analysis of the first wall panel response is the same as reported
previously and will not be repeated here. The analysis of the supporting
structural frame is new and deserves some attention. Here again a very con-
servative approach has been taken. (Improvements to this approach are cur-
rently underway). It is assumed that all of the load on the first wall panels
is carried as a distributed load by the frame that supports them. This is
shown schematically in Fig. 7. A modal analysis for the rib and stringer ele-
ments of the frame, similar in spirit to that used for the panels, has been
done to compute the deflections, stresses, and vibrational frequencies of the
frame. This has been done for six of the candidate alloys thus far.

With this information we can compute the dimensions of the frame elements
that are necessary to carry the load. This has been done for aluminum tubular
components and Fig. 4 shows such a design to scale.

A qualitative summary of the preceding analysis is given in Table VI.
From this we can conclude that aluminum is a very attractive candidate for the
structural material in the firet wall and frame of the LIB-TDF. A combination
of acceptable mechanical properties, low induced radioactivity, and low cost
lead us to this conclusion. The major problem with aluminum is its incompati-
bility with sodium or cesium in the cavity gas. This leads to the suggestion
that N, or NH3 be investigated as the cavity gas for the TODF.

In the area of cavity gas response we have made several advances. Calcu-
lations using the FIRE code have been done for cavity gas pressures ranging
from 5 to 70 torr and these have been compared with previous calculations at

50 torr. Table VII shows this comparison. As expected, at lower gas

16
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Table VI. Qualitative Summary of Materials Properties
Compativility
Metal Thermal Unfabricated Induced Compatibility Compatibility T, with borated
Mech. Strength Fabricability with Cavity with Cavity HU at koom
Allay Stress u_n(f:%smtaT Radiocactivity Gas Na/Cs was Ny Retention Tewperature
Al 6061 Adequate Yery good Good Very low Low Bad {NaOH Good Good GLooa ?
A) 5086 dissolves Al)
304 SS Good Poor Good Very low High Good Good Good Good
HT-9 Good Fair Adequate Yery low High Good Good Good G0ood
Ti-6A1-4Y Adequate Poor Adequate Very high Good - Oxide Good - Oxide Baa Looa
layer makes Tayer
Ti compatible
with almost
everything
Cu-Be Adequate Yery Good Fair Moderate Okay - NaCl, Bad - with Good Lood
NaOH moist Nh.
Good - wfth
dry NH 3

18
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pressure, the heat flux at the first wall is greatly enhanced and the mechani-
cal overpressure is reduced. At these low pressures the high heat flux melts
a very thin layer of material on the surface of the wall for all of the candi-
date materials. Our analysis to date shows that this will not pose any
problem to the structural integrity of the wall.

The FIRE code has been substantially modified to include new options.
The treatment of the radiative transfer can now be done using a separate
“color temperature" to compute opacities that is not necessarily related to
the fourth root of the energy density. This is an attempt to improve the flux
limited diffusion treatment of radiation in the free streaming (non-equilibri-
um) limit. In the past we have started the hydrodynamic simulations using a
predetermined, hot, isothermal sphere, at the center of a cold surrounding
cavity gas. The FIRE code has been extended to start with a uniform cold gas
and attenuate target x-rays, modeled as a point source, using tabulated photo-
electric cross sections from the "Biggs tables" from Sandia. The code then
determines the temperature distribution in the gas due to this x-ray depo-
sition and uses this as its initial condition. Furthermore, target ions can
be slowed down in the gas and the hydrodynamic response of the gas to this
slowing down is dynamically computed. Hence we can see that under some cir-
cumstances, the ions can sweep gas out of the center of the cavity. This is
demonstrated by comparing the R-t plots in Figs. 8 and 9 for gas densities of
5 torr and 0.05 torr. The ion slowing down is treated using analytic fits and
tabulated input parameters derived from detailed slowing down calculations
using the Brice model from Sandia. This new version of FIRE is fully docu-

mented.

20



POSITION OF ZONES, cm
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Fig. 8

The position of the Lagrangian zones as a function of time for a
density corresponding to 5 torr (0°C).
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POSITION OF ZONES, cm

Fig. 9

The position of the Lagrangian zones as a function of time for
a density corresponding to 0.05 torr (0°C).
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We have made an initial investigation of the possibility of fireball
energy preferentially streaming down the plasma channels used for ion propa-
gation. This is shown schematically in Fig. 10. This problem has been
modeled using the one-dimensional FIRE code. The code was run using cylindri-
cal symmetry to estimate the radial radiation conduction out of the hot
channel into the surrounding cold gas. These results were used to determine a
phenomenological radial heat loss term. This term was added to the code's
finite difference equations and the code was then run in axial geometry to
compute the propagation of the fireball energy down the channel to the diode.
The preliminary result is shown in Fig. 11. It appears that much of the
initial fireball energy is "bled away" by the channels when the fireball is at
a small radius. However, this energy is dissipated in the channels before
reaching the diodes so that the energy demsity experienced by the diodes is
not substantially different than that which we computed using simple spherical
fireball models with no channel effects.

In conclusion, we have undertaken investigations over the past seven
months that were aimed at fulfilling the Statement of Work. We believe that
we have succeeded in accomplishing this. We now have an integrated first wall
and structural frame. This system has been designed to withstand 1.5 x 104
full power shots. The design has been done completely for a number of candi-
date materials. This was made possible by the integrated and versatiie com-
puter analysis package that we have previously developed for this purpose. An
overall conceptual design of the Target Development Facility has been pro-
posed. This includes a water shield, permanent structural frame and wall
panels around the circumference of the target chamber, and a removable diag-

nostic port and removable head on the top of the target chamber. In combi-
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Fig.
" Schematic representation of heat transfer in plasma channels.
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Fig. 11
Schematic representation of preliminary energy balance in plasma channels
and density of energy radiated to first surface versus position on surface.
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nation these provide excellent radiation shielding and easy access to the tar-
get chamber and surrounding hardware such as ion diodes. Neutron activation
levels at the first wall have been computed for some of the candidate materi-
als and calculations are currently underway for the others. Results of these
calculations now point to aluminum as a very attractive structural material
because it allows hands-on maintenance inside the target chamber within one

week after shutdown.
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2. Choice of First Wall Material in the LIB-TDF

In this section we have reproduced UWFDM-456. It is a discussion of our

survey of first wall material choices.
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Abstract

The choice of material for the first wall of the Light Ion Beam Target
Development Facility is discussed. Materials considered are Al 6061, Al 5086,
304 stainless steel, HT-9 (ferritic steel), Ti-6A1-4V, Cu-Be C17200, and Cu-Be
C17600. The thermal response, mechanical response and induced radioactivity
in first walls made of each of these materials are calculated. Minimum thick-
nesses of these walls are determined and cost estimates are made for the ma-
terial requirements for each wall. Finally Al 6061 is suggested as the best

choice of first wall material.



I. Introduction

First wall design is a critical part of Inertial Confinement Fusion re-
actor design(1‘4) and is also important to any experimental device where
repetitive fusion target explosions are to be contained. An important first
wall design feature is the choice of material. Important issues in the choice
of first wall material include chemical compatibility with coolants and cavity
gases, tritium retention, induced radioactivity, mechanical response to shocks
and thermal response to heat fluxes. In this paper, these issues are faced
for the first wall design in the Light Ion Beam Target Development Facility
(10F)(5) shown in Fig. 1.

In the TDF, fusion targets yielding approximately 200 MJ of energy would
be tested roughly 104 times during the lifetime of the facility at the rate of
10 shots/day. The target chamber is a cylinder 3 meters in radius and is
filled with 5-50 torr of gas. The target explosion generates a blast wave in
the cavity gas that transmits a pulsed heat flux and a shock overpressure to
the first wall. These effects have been simulated by the computer code
FIRe(6) for various densities of argon with a 0.2% impurity of sodium and of
xenon with a 0.5% impurity of cesium. The results of these simulations are
shown in Table I where the density is expressed as the pressure the gas would
have at room temperature. The maximum overpressure, the arrival time of the
mechanical shock at the first wall, the maximum heat flux, its arrival time,
and the temperature that an HT-9 wall would attain are all shown in Table I.
Since there is some uncertainty about what cavity gas pressure would fill the
TDF target chamber, the wall should be designed at this time to withstand the

Targest possible overpressure and the largest feasible heat flux.



Figure 1

Light Ion Beam Target Development Facility
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Several materials are proposed for the first wall. They are listed in
Table II along with some qualitative properties of the materials. Mechanical
strength, level of thermal stresses, induced radioactivity and materials costs
will be discussed in various sections of the paper. The other properties
listed in Table Il are fabricability, compatibility with cavity gas, Ty re-
tention, and compatibility with borated water. Notice that as long as the
cavity gas is dry NH3 or Ny, the only material with any problems is Ti-6A1-4V
having a high T, retention. If the cavity gas is NH3, much of the tritium may
get bound up in NT3 and T, retention might no longer be a problem. If the
cavity gas contains Na or Cs then aluminum is not a good first wall choice.

In Section II, the mechanical and thermal properties of each of these ma-
terials is investigated. In Section III we describe mechanical and fatigue
response and determine the thickness of each material needed to support the
load of the overpressure. In Section IV, the thermal response is investigated
and the first wall panel thickness of each material is given. Cost estimates
for the first wall materials are made in Section V and the induced radio-
activity calculations are described in Section VI. Conclusions and a recom-
mended choice of material are made in Section VII.

II. Thermal and Mechanical Properties

Before any calculations of the first wall mechanical and thermal response
can be made, material properties must be identified. The choices of the first
wall materials for the TDF cavity are aluminum based alloys (Al 6061 and Al
5086), copper based alloys (Cu-Be C17200 and Cu-Be C17600), titanium alloys
(Ti-6A1-4V), and iron based alloys (stainless steel 304 and HT-9). It should

be noted that the most important criterion for choosing the candidate materials
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is the availability of a qualified metal industry. This criterion is met for
all of the candidates.

The thermal (physical) and mechanical properties of the candidate metal
alloys are important to the viability of the proposed TDF cavity design.
Critical properties include density, heat capacity, thermal conductivity,
melting temperature, thermal expansion coefficient, Poisson's ratio, Young's
modulus, and tensile yield strength. There is a wide data base for the
selected metal alloys with respect to non-fusion environments. Areas such as
thermal properties of the candidate metal alloys at room temperature are well
known because of their role in aerospace and fission technologies and there is
a fair amount of data for moderately elevated temperatures.(7) Most of the
data have been obtained from a recently published Metals Handbook(s) and the
Structural Alloys Handbook.(g) A recent review of data for HT-9 is found in
the “STARFIRE" report.(lo) Table III summarizes the data base for the se-
lected metal alloys and contains a quantitative comparison of the seven alloys
considered in terms of the thermal and mechanical properties which are the
most important to TDF cavity wall design philosophy.

The overall qualitative nature of the thermal properties can be well
represented by examining the thermal diffusivity. Aluminum and copper alloys
have superior thermal diffusivity compared to that of Ti and Fe based alloys.
They allow a much lower temperature gradient at the first wall and will lead
eventually to much smaller thermal stresses in the wall. However, their po-
tential disadvantages are connected with their lower melting temperatures.
This disadvantage might be corrected by allowing a melting layer at the sur-
faces facing the incident radiating heat flux. Temperature diffusion calcu-

lations indicate that all the candidate metal alloys show much higher maximum
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temperature differences at the wall than their own melting temperatures. This
will be discussed in Section IV.

The mechanical properties of the selected metal alloys are also given in
Table III. In terms of mechanical properties, combinations of low thermal ex-
pansion coefficients, smaller Young's modulii and high yield (tensile) strengths
are desirable. For example, Ti-6A1-4V has a smaller thermal expansion coef-
ficient and larger yield strength than the others. However, it has a much
smaller thermal conductivity, which imposes a large thermal stress at the
cavity wall as mentioned before. To resolve the paradox of the strongest ma-’
terials having the worst thermal properties and to qualitatively represent the
overall nature of the combined thermal and mechanical properties, the so-
called thermal shock parameter is used. This parameter is a measure of the

resistance of the metals to thermal stress failure and is defined as

P::ch!yK(l-\))
of

where: oy = yield (tensile) strength
K = thermal conductivity
v = Poisson's ratio
a = thermal expansion coefficient
E = Young's modulus.

A larger value of P is preferred. It can be seen from Table III that Al and
Cu based metal alloys have larger thermal shock parameters compared to that of
the Fe and Ti based alloys.

It is well known that most of the metal alloys show wide variations in

the thermal and mechanical properties depending on heat treatment, processing



variables and temperatures. Table IV shows the variations of the properties

with respect to temper type and temperature. Aluminum based alloys have quite

poor values as the temperature increases, while titanium alloys have an in-
creasing value of the thermal shock parameter. Fe based alloys almost remain
constant at elevated temperatures. The data base for the copper metal alloys
suffers from the lack of related data at high temperatures.

A few important conclusions are drawn from this comparison:

1. The large value of thermal diffusivity for Al and Cu based alloys makes
them clearly superior to Fe and Ti based alloys, even though their melting
temperatures are relatively lower.

2. Al and Cu based alloys appear to be better choices again with respect to
minimizing the thermal stresses due to much higher values of the thermal
shock parameter.

III. Mechanical Response of the First Wall

One important constraint on the first wall material and design is that
the stresses due to the flexure of wall panels must not exceed either the
tensile yield stress or the stress that would lead to fatigue failure during
the first wall lifetime. The first wall should last 107 flexures if 10% tar-
get explosions are expected and 103 flexures are allowed for each shot. This
may be a conservative number but, as is shown in Section IV, it does not lead
to excessively thick panels. Since determination of the damping of the
flexures is very difficult and depends on the details of the design, it is
clearly better to be conservative and choose a large number of flexures per
shot. The tensile yield stresses are taken from the values tabulated in
Section II. The requirement that the stress remain below the yield stress

comes from a desire for the wall to retain its structural integrity. If the
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wall material is forced to yield repetitively, the lifetime of the panel will
be substantially reduced.

The mechanical flexural stresses are calculated for the largest over-
pressure which could be expected in the TDF cavity gas. This overpressure,
which is shown in Fig. 2, was determined by a FIRE code(6) simulation of the
response of a 70 torr cavity gas of xenon with a 0.5% impurity of cesium. The
greatest reasonable overpressure is used because of the uncertainty in cavity
gas response to the target microexplosion. Note that at lower pressures, such
as 10 torr, the overpressure is a factor of 10 less. Hence, this is a very
conservative choice.

The method of determining the flexural stresses is the same as has been
previously reported.(ll) This method calculates the dynamic response of the
first wall panels by multiplying the static values by a dynamic load factor
which is a time-dependent function that includes the effects of material pro-
perties and the geometry of the panels. Figures 3 and 4 show the flexural
stresses at the inside edge of a panel made of Al 6061 which is 7 ¢cm and 1 cm
thick, respectively. In both cases, the dimensions of the panel are 2 meters
by 0.47 meters. The panels are assumed to be held fixed on the edges and are
solid plates. Notice that the thin panel has a much larger maximum stress and
a much Tower frequency of oscillation.

The maximum flexural stress has been calculated for several different ma-
terials and for plate thicknesses ranging from 1 cm to 7 cm. The dimensions
of the panels for all cases are 2 meters by 0.47 meters and they are always
solid plates that are held fixed on the edges. In Figs. 5 through 9 the maxi-
mum flexural stress has been plotted against plate thickness for Al 6061, 304

stainless steel, HT-9, Ti-6A1-4V, and Cu-Be C17200, respectively. There are
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Fig. 5.

Maximum flexural stresses in a plate of Al 6061 versus plate thickness
for the pressure pulse shown in Fig. 2.
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MAXIMUM FLEXURAL STRESS (MPa)

Fig. 6.

Maximum flexural stresses in a plate of 304 stainless steel versus plate
thickness for the pressure pulse shown in Fig. 2.
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Fig. 7.

Maximum flexural stresses in a plate of HT-9 versus plate thickness for
the pressure pulse shown in Fig. 2.
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MAXIMUM FLEXURAL STRESS(MPa)

Fig. 8.

Maximum flexural stresses in a plate of Ti-6A1-4V versus plate thickness
for the pressure pulse shown in Fig. 2.
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MAXIMUM FLEXURAL STRESS (MPa)

Maximum flexural stresses in a plate of Cu-Be C17200 versus plate thick-

ness for

Fig. 9.

the pressure pulse shown in Fig. 2.
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comparable plots for Al 5086 and Cu-Be C17600, but they are very similar to Al
6061 and Cu-Be C17200 and are not shown. Also shown in Figs. 5 through 9 are
the stresses corresponding to fatigue failure after a given number of
f]exures(s) and the tensile yield stresses.

With the results in these figures, the plate thickness required for each
material may be determined. The thickness is the maximum of the value corre-
sponding to 107 cycles to failure and the value corresponding to the yield
stress. Only Cu-Be C17200 and Cu-Be C17600 have their thickness determined by
the yield stress. The required thicknesses of all of the materials are given
in Table V.

IV. Thermal Response of the First Wall

The second important consideration in first wall design is the thermal
response of the wall panels. It is possible that a large fraction of the 60
MJ of non-neutronic target yield may be deposited on the first wall in a
fraction of a millisecond. Under such conditions the first wall material may
melt or experience large thermal stresses which can cause inelastic defor-
mations or creep. The philosophy used here is to assume the largest possible
surface heat flux and analyze the behavior of the innermost layer of the ma-
terial which undergoes these effects. As long as the effects of heating re-
main in this layer, e.g., there is no significant growth of cracks, the layer
may be treated separately from the remainder of the plate. The load of the
shock overpressure is carried by the part of the plate behind the thermally
stressed and melted layer and the thickness of the load bearing region is that
determined from yield stress and fatigue considerations in Section III.

The heat flux used in the analysis of the thermal response is that which

results from a fireball simu]ation(lz) of 60 MJ of non-neutronic target energy

22



Table V. Thickness Required to Avoid Excessive Flexural Stresses

Material Thickness (cm)
Al 6061 3.0

Al 5086 3.0

304 SS 2.4

HT-9 2.0
Ti-6A1-4V 1.95
Cu-Be C17200 1.1

Cu-Be C17600 2.15

23



propagating through a 5 torr xenon gas with a 0.5% impurity of cesium. The
heat flux at the first wall of a 3 meter target chamber is shown in Fig. 10.
Notice that in this case roughly 90% of the fireball energy is radiated to the
first wall in less than a millisecond.

The temperature profile in the first wall is calculated using the heat
flux shown in Fig. 10 by using a simple temperature diffusion computer code
with constant heat transfer coefficients. An example of this type of calcu-
lation for Al 6061 is shown in Fig. 11. The temperature of the first wall is
plotted against the distance into the wall for different times. Also shown
are the melting temperature of the material, one half of the melting tempera-
ture and the temperature causing a 0.1% deformation in the material. A ma-
terial hotter than one half of the melting temperature may be assumed to creep
and any deformation greater than or equal to 0.1% may be taken as inelastic.
From plots 1ike Fig. 11, the duration and width of the layer of melted materi-
al may be deduced. The duration of the melt layer in Al 6061 is estimated to
be 4.7 x 10~% seconds.

This temperature diffusion code nelgects the heat of fusion and thus
overestimates the temperature in the melted layers. A*THERMAL, a more so-
phisticated temperature diffusion code(13) which includes the effects of heat
of fusion has been used to do the same calculation as shown in Fig. 11 and
gives the result shown in Fig. 12. Here the surface temperature is plotted
against time. Notice that the discontinuity in the heating of the wall
surface through the melting temperature is very small, which means that the
heat of fusion uses only a small fraction of energy radiated to-the wall.

Also notice that the film of molten material resolidifies in 4 X 10-4 seconds,

which agrees well with 4.7 x 1074 seconds predicted by the less sophisticated
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Fig. 10
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analysis. This agreement between the two calculations allows the neglect of
the heat of fusion in all of the following calculations.

In Figs. 13 through 18 temperature profiles for various times are plotted
for Al 5086, 304 stainless steel, HT-9, Ti-6A1-4V, Cu-Be C17200, and Cu-Be
C17600, respectively. The calculations leading to these plots have neglected
the effects of heat of fusion. The thermal properties of the materials were
taken from Table III. It may be noted that the materials with high thermal
conductivities, namely the Cu-Be and A1 alloys, have low and broad temperature
profiles, as one would expect. Conversely, those materials with low thermal
conductivities (304 stainless steel, HT-9, and Ti-6A1-4V) have high and narrow
temperature profiles. Also shown in these plots are the melting temperatures,
one half of that temperature, and the temperature needed for 0.1% deformation.

Using the temperature profiles and the melting temperétures and tempera-
tures for 0.1% deformation shown in Figs. 11 and 13 through 18, the duration
and thickness of the layers of melted material and the thicknesses of the
inelastically deformed regions can be determined. The purpose of this is to
find the thickness of that region which is not able to support the load of the
shock overpressure because of the combined effects of melting and thermal
stresses. The thicknesses of the layers dedicated to bearing the effects of
the thermal pulse are given for each material in Table VI. Also given in
Table VI are the thicknesses needed to support the mechanical load and the
total thickness for each material. The material which requires the thinnest
plate is Cu-Be C17200 because it has a high thermal conductivity, a moderate
melting temperature, a moderate Young's modulus and good fatigue resistance.
The material which requires the thickest plate is Al 6061 because, even though

it has a high thermal conductivity, the melting temperature is low so that it
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Fig. 18
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Table VI.

First Wall Thermal and Mechanical Response

Melt Deformed Fatigue* Total Plate
Material Layer (cm) Duration (s) Layer (cm) Width (cm) Thickness (cm)
Al 6061 0.010 4.7 x 1074 0.140 3.00 3.140
Al 5086 0.011 4.7 x 1074 0.11 3.00 3.11
304 SS 0.0055 2.7 x 1074 0.035 2.40 2.44
HT-9 0.0035 7 x 1074 0.040 2.0 2.04
Ti-6A1-4vV 0.005 2 x 1073 0.030 1.95 1.98
Cu-Be C17200 0.007 7 x 1074 0.075 1.10 1.16
Cu-Be C17600 0.004 3 x 1074 0.086 2.15 2.23

*107 cycles or yield stress
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has the thickest molten layer. It also has poor fatigue resistance which
means that the thickness needed for the mechanical load is large. A1l materi-
als need thicknesses between 1.16 cm and 3.14 cm, values that are reasonable
for construction purposes. In Section V, these plate thicknesses will allow
the costs of the materials needed in each case to be determined.

In the above analysis, there are a few assumptions which should be dis-
cussed. One such assumption is that cracks generated in the regions under-
going thermal creep will not propagate into the mechanical load bearing regions.
This is a reasonable premise because the thickness of the regions where the
temperature is between T .1+ and Tne1t/2 1s always small compared with the
thickness of the load bearing regions. The crack tips will quickly move into
an area where tensile stresses are always small. Another premise is that
molten material does not flow before it resolidifies. This is reasonable be-
cause the melted layers are always thin, so cohesion with the solid layer is
large, the duration of the molten layer is short and the only force parallel
to the plane of the plate is gravity. Thus flow of molten material (if any)
is not expected to be a problem.

A final point to be made is that the calculations of the temperature pro-
files predict that 304 stainless steel, HT-9 and Ti-6A1-4V are vaporized to a
small degree. The latent heat of vaporization and heat of fusion are ne-
glected so that it is not certain if any vaporization in fact would take
place. Also, the heat flux used in these calculations represents the worst
case. However, there does remain the possibility that a wall made of one of

these materials may be eroded by vaporization.
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V. Material Costs

The costs of the materials used in constructing a first wall can be ob-
tained from the wall thicknesses determined in Section IV. The costs of con-
struction are much more difficult to obtain and are not considered here. To a
first approximation, the construction costs should be independent of choice of
material and should be added to the cost of the materials to find the total
cost of the cavity. The costs of the materials themselves are variable, de-
pending on the forms of the materials, the purities needed from radioactivity
considerations, etc. The purpose here is not to provide absolute numbers for
the material costs but to provide relative costs that will show how the thick-
nesses of the materials are balanced by the different unit costs of the ma-
terials.

The material costs are given in Table VII. The unit costs ($/kg) were
obtained from a common source(14) with the exception of HT-9.(15) The masses
shown are the total of the 3 meter radius 6 meter high cylindrical cavity,
plus the mass of the hemispherical top and bottom. The supporting frame may
be assumed to weigh 1.5 times the weight of the wall and the top and bottom,
but it is not included in the masses in Table VII.

The cost analysis shows that even though the aluminum walls are the
thickest, the material used is the cheapest of all materials considered. Con-
versely, one of the thinnest walls is made of Ti-6A1-4V but it also has the
largest materials cost. In any event, none of these costs appear to be
prohibitively large.

VI. Radioactivity

The radioactivity induced in the first wall and supporting structure by

14 MeV fusion neutrons can cause troublesome maintenance and operating
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Table VII. First Wall Panel Materials Costs (Unfabricated)

Material Unit Cost ($/kg) Mass (kg) Cost ($)
Al 6061 1.8 1.92 x 104 3.5 x 104
Al 5086 1.8 1.89 x 104 3.4 x 10%
304 SS 1.26 4.42 x 104 5.56 x 10%
HT-9 18. 3.58 x 104 6.44 x 10°
Ti-6A1-4V 27.8 1.98 x 10 5.5 x 10°
Cu-Be C17200 8.35 2.16 x 10% 1.8 x 10°
Cu-Be C17600 8.35 4.72 x 10t 4.0 x 10°
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problems for the Target Development Facility. We anticipate that the radio-
active inventory will not pose a disposal problem so we have concentrated on
the resultant dose from this radioactive structure. We assume that there are
ten full yield 200 MJ shots per day. This represents an average fusion power
level of 23 kW. We assume that 70% of the energy is in neutrons. Hence, the
neutron power is 16 kW. At such Tow power levels, in comparison to our fusion
reactor designs for instance, we would expect that there may be non-saturation
effects in the decay chains. For this reason we have computed the dose for
one week and for one year of operating time at 16 kW. These calculations have
thus far been done for three of our candidate wall materials: Al 6061, HT-9,
and 304 stainless steel. The isotopic compositions of these materials are
given in Table VIII. The radiation doses experienced at the surface of the
first wall and from the operating floor, 8 meters away, are given in Tables IX
and X. In Table IX we show the dose at these two locations as a function of
time after shutdown after operating for one year. We see that for Al 6061, we
could enter the target chamber at one week after shutdown without experiencing
excessive doses. For the ferritic and stainless steels we would see a sub-
stantial dose at the first wall even after one week. It is interesting to
note that the Al 6061 is much hotter at shutdown than the steels, but it
decays much more quickly. If remote handling were acceptable then the steels
would allow manipulation from the operating floor while remaining within
tolerable radiation levels. This scenario of course assumes that access to
the target chamber will be very infrequent.

In Table X we give the results of calculations assuming only one week of
operation before shutdown. Again, the Al 6061 is very hot at first and then

quickly decays. The steels reach nearly the same dose levels at shutdown, but
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Table VIII. Isotopic Composition of 304 SS, HT-9, and Al 6061 (cm'3)
304 SS
$i-28 7.3 x 1020 $i-29 3.72 x 1019 $i-30 2.38 x 1919
Cr-50 6.94 x 1020 Cr-52 1.35 x 1022 Cr-53 1.54 x 1021
Cr-54 3.83 x 1020 Mn-55 1.01 x 1021 Fe-54 3.48 x 1021
Fe-56 5.48 x 1022 Fe-57 1.31 x 1921 Fe-58 1.97 x 1020
Ni-58 5.09 x 1021 Ni-60 1.97 x 1021 Ni-61 8.92 x 1019
Ni-62 2.74 x 1020 Ni-64 8.10 x 1019 Cu-63 1.03 x 1020
Cu-64 4.60 x 1019 Mo-92 2.58 x 1019 Mo-94 1.47 x 1019
Mo-95 2.56 x 1019 Mo-96 2.69 x 1019 Mo-97 1.54 x 1019
Mo-98 3.88 x 1019 Mo-100  1.57 x 1019
HT-9
Si-28 3.9 x 1020 $7-30 1.2 x 1019 V-50 2.75 x 1020
Cr-50 4.47 x 1020 Cr-52 8.7 x 1021 Cr-53 9.91 x 1020
Cr-54 2.47 x 1020 Mn-55 4.27 x 1020 Fe-54 4.17 x 1021
Fe-56 6.56 x 1022 Fe-57 1.57 x 1021 Fe-58 2.36 x 1020
Ni-58 2.71 x 1020 Ni-60 1.04 x 1020 Ni-62 1.46 x 1019
Ni-64 4.3 x 1017 Mo-92 7.75 x 1019 Mo-95 7.7 x 1019
Mo-96 8.1 x 1019 Mo-97 4.6 x 1019 Mo-98 1.16 x 1020
Mo-100 4.7 x 1019 W-174 2.0 x 107 W-182 3.4 x 1019
W-183 1.8 x 1019 W-184 3.9 x 1019 W-186 3.6 x 1019
Al 6061
Mg-24 4.74 x 1020 Mg-25 6.11 x 1019 Mg-26 6.73 x 1019
A1-27 5.82 x 1022 Si-28 3.20 x 1020 $i-29 1.63 x 1019
Si-30 1.07 x 1019 Cr-50 4.04 x 1018 Cr-52 7.86 x 1019
Cr-53 8.96 x 1018 Cr-54 2.23 x 1018 Mn-55 4.44 x 1019
Fe-54 1.19 x 1019 Fe-56 1.87 x 1020 Fe-57 4.46 x 1018
Fe-58 6.73 x 1017 Cu-63 5.30 x 1019 Cu-65 2.37 x 1019
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Table IX. Dose Calculations for LIB-TDF

One Year Operating Time @ 16 kW

Time After Dose At
Shutdown First Wall (mr/hr)
Al 6061
0 2.1 x 103
1d 2.6 x 102
1w 1.65
HT-9
0 489
1d 114
1w 101
SS 304
0 481
1d 109
1w 105
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Dose At Operating
Floor (mr/hr)

230
28

55
13
11

54
12
12



Table X. Dose Calculations for LIB-TDF

One Week Operating Time @ 16 kW

Time After Dose At
Shutdown First Wall (mr/hr)
Al 6061
0 2.1 x 103
1d 264.
1w 0.4
HT-9
0 369.
1d 13.9
lw 2.58
$S 304
0 373.
1d 5.8
1w 3.6

42

Dose At Operating

Floor (mr/hr)

2.3 x 102
28.
4 x 1072

42.8
1.56
0.23

43.3
0.66
0.42



their longer-lived radionuclides have not saturated, hence the dose at one
week after shutdown is tolerable. However, this dose will build up over time
so that in one year it will be nearly the same as in the previous scenario.

We see that the radiation fields associated with an aluminum wall and
structure are initially more intense than for steel. But they decay much more
quickly so that one week after shutdown, the dose is low enough to allow
hands-on access to the target chamber. This is not the case for the steels.
However, remote access from the operating floor is possible after one week for
the steel structure.

An important element of this analysis that has not been addressed is the
problem of radioactive target debris and tritium. The target ablator and
pusher will experience very intense neutron fields which will lead to some
radioactive inventory. The mass transport of the material within the gas
filled target chamber is a complex problem that has not been addressed in this
study. Although tritium is a benign radioactive isotope, it will be present
in copious amounts. Hence any adsorption or absorption of tritium in the
target chamber will lead to radioactive hazards that have not been addressed.

From the analysis that has been done thus far, the best choice from a
radioactivity standpoint is aluminum. It should be mentioned that high purity
aluminum is available if dose levels from impurities pose a serious problem.
However, from our current results we conclude that this additional expense is
not necessary.

VII. Conclusions

The choice of first wall material has been investigated for the TDF. Me-
chanical and thermal properties have been accumulated for the materials con-

sidered. Mechanical responses have been predicted for the largest credible
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shock overpressure and thermal responses have been determined for the largest
heat flux on the first wall. Induced radioactivity has been calculated for
walls made of some of the materials. Required thicknesses and material costs
are finally found for the materials.

It has been found that Al 6061 is a good choice of material for the TDF
first wall. Calculations show that one week after shutdown, the radioactivity
is low enough for hands-on maintenance. Cost estimates also show that the
aluminum alloys are the cheapest of those materials considered. The thick-
nesses needed for these alloys are reasonable for construction. The major
problem with aluminum is its incompatibility with Na and Cs. Recall that
these impurities in the cavity gas are present to enhance channel breakdown by
laser beams. This leads us to suggest that other cavity gas candidates be
investigated for the TDF. With this qualification Al 6061 is suggested for

serious consideration as the first wall material.
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3. STRUCTURAL FRAME DESIGN

3.1 Introduction

Considerable progress has been made in the development of procedures
for the analysis and design of first wall panels to withstand thermal and
mechanical loadings [3.1, 3.2]. Typical results are presented in other
sections of this report. The panels were assumed to be supported by a frame-
work that was essentially rigid. The overall view of the proposed Target
Development Facility shows the chamber wall with a system of axial stringers
and circumferential ribs. This structural frame must also be designed to
carry the dynamic mechanical loads.

In the analysis which follows, the frame is modeled as a system of beams
in which the curvature and hoop force capacity of the ribs are not included.
In addition, as far as the frame is concerned, the plates are assumed to
transmit the full strength of the overpressure, without resistance from
circumferential tensile stresses. This approach will lead to an extremely
conservative design. However future efforts will focus on refinements in
this modeling.

3.2 Frame Analysis

The dynamic overpressure is taken as uniform over the plates and parti-
tioned to the ribs and stringers as shown in Figure 3.1. The tributary areas
will produce uniformly varying line loads with maximum values pa and pb
for stringers and ribs, respectively, where p denotes the maximum over-
pressure from the shock. The rib and stringer analysis involves a procedure
which is very similar to that used for the plates. The static response is
first determined. This is subsequently modified by means of a Dynamic Load
Factor (DLF) to account for dynamic effects [3.3]. In this case, rib and

stringer lengths have been chosen a priori. The design effort primarily



TRIBUTARY AREAS

e (] —od

-—Rib

l} \ % / [=—Stringer

§ \\\

7

LOAD REPRESENTATION

Stringer Rib

AANNNINDN

b - /DE—



involves the determination of cross section characteristics such that the
mechanical stresses are within design limits and deflections are not exces-
sive.

The analytical details (equations, etc.) will not be included in this
summary but will be presented later in a final report. The analysis uses a
prismatic beam element with uniform mass per unit length under a time-depen-
dent loading which may be arbitrarily distributed but is eventually special-
ized to the profile shown in Fig. 3.1. End conditions are characterized as
"fixed," i.e., having negligible rotation. The effects of shear deformationm,
rotary inertia and damping are not included. It is necessary to calculate
the natural frequencies and corresponding spatial mode shapes. These are
used in a modal superposition method to determine the forced response. The
deflection results are also used to compute the flexural moment (also a func-
tion of position and time) and thus the dynamic flexural stress.

3.3 Quantitative Results

A number of materials have been proposed for the wall panels and it
would be practical to use the same alloy for the ribs and stringers. Since
these components are completely immersed in the shield water, the material
properties used correspond to 25°C. The numerical values are listed in
Table (2.3).

The dependence of rib and stringer fundamental frequencies on cross
sectional radius of gyration is shown in Figure 3.2. It can be seen that
the natural frequencies of ribs are approximately an order of magnitude
greater than those of the stringers. This is an important design considera-
tion since dynamic load factors are strongly influenced by the flexural
frequency magnitudes. The dynamic load factors also depend upon the ramp

time (tr) and the exponential decay coefficient (k).



The panel analysis was based on a specific case which, for comsistency,
will be used for the frame as well. This corresponds to Xenon cavity gas
seeded with 0.5% Cs with a resulting maximum overpressure of 1.71 MPa at
1.32 ms. The coefficients tr and k were determined to be 0.14 ms and
3432/sec, respectively. With these, numerical computations were carried out
to obtain the maximum DLF as a function of fundamental vibration frequency
and is shown in Figure 3.3. Because of the relatively low frequencies of
the stringers, the DLF will generally be less than unity but the rib DLF's
will be substantially larger. These results have been used to develop design
curves for dynamic flexural stress as a function of cross section modulus for
both stringers and ribs. The overpressures cover a range of values and
include the specific case of 1.71 MPa as shown in Figures 3.4 and 3.5. It
should be noted that the stress graphs can be used for any elastic material
under the given conditions. The design stress would be based upon both the
yield characteristics of the material and the DLF. With this, the section
modulus can be determined and thus the beam properties are established. 1In
addition, deflections can be evaluated by using Figures 3.6 - 3.15 in which
displacement is shown as a function of cross section moment of inertia for

stringers and ribs for the various materials under consideration.

3.4 Numerical Example

A specific case is presented here to outline the procedure. The material
selected is aluminum 6061 with a yield stress of 276 MPa. Cavity gas is
Xenon with 0.5%Z Cs and an overpressure of 1.71 MPa as indicated earlier.

In the work which follows, the following notation is used:

I = major axis moment of inertia
S = major axis section modulus
r = major axis radius of gyration



w = fundamental flexural frequency
g = flexural stress
y = maximum transverse displacement

The various steps in the design procedure are summarized in Table 3.1.

It can be seen that the AISC manual has first been used to select four
different sizes of rectangular structural tubing. For each of these, the
relevant cross section parameters are listed. Next, the fundamental frequency
is determined and consequently the DLF is established. Using the cross
section modulus (S) and moment of inertia, the static stress and deflection
(QS and ys) for each are found from the appropriate design curves. These

in turn must be amplified by the DLF to give the corresponding dynamic
response (Qd and yd). Finally, each dynamic result must be compared with
the design limits.

From the sample calculations in the table it is observed that the stresses
in the 8 inch tubing are below yield with acceptable deflections for both
stringers and ribs. With these dimensions a section of the wall and frame
has been drawn in proportion and is shown in Figure 3.16.

This specific example is intended to identify the details of the design
procedure. Different aspect ratios for the stringer and rib spacings can be
used. As well, different geometries for the stringer and rib cross sections
can be considered.

Finally it should be emphasized that the analysis upon which the design
procedure is based is extremely conservative. Refinements will lead to a

design in which stringers and ribs are both lighter and not as closely spaced.
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TABLE 3.1

Structural Frame Design Example
AL6061; Overpressure 1.71 MPa

STRINGER RIB
% ——————mn ———— |
1. Structural Tubing
Dimensions from 8X6Xl/2 7X5Xl/2 8X3X3/8 7X4X3/8
AISC Manual (in.)
2. Cross Section I-in® 103.0 63.5 51.0 44.0
P t
from ATSC (10%m™*) (42.9) (26.4) (21.2) (18.3)
Manual 3
S-in 25.8 18.1 12.7 12.6
(10%m) (422.8) (296.6) (208.1) (206.5)
r-in. 2.89 2.48 2.64 2.45
(mm) (73.4) (63.0) (67.0) (62.2)
3. Static w-Hz 330 284 5465 5073
Response
from DLF 0.65 0.58 1.27 1.34
Design
Curves OS-MPa 391 558 187 189
¥ mm 7.94 12.9 0.21 0.24
| —— T = re =]
4. Dynamic Od-MPa 254 324 238 253
Response
0.X.? Yes No Yes Yes
Yd-mm 5.16 7.5 0.27 0.32
0.K.? Yes Yes Yes Yes
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Section 4

A. Low Density Cavity Gas Fireball Dynamics in the Light Ion Beam Target

Development Facility

In this section we have reproduced UWFDM-442 -- which is the paper
presented at the 9th Symp. on Engin. Problems of Fusion Research, October
1981, Chicago, IL -- on our Tow pressure cavity gas fireball calculations.

These calculations serve as input to the first wall mechanical and thermal

response.



LOW DENSITY CAVITY GAS FIREBALL DYNAMICS IN THE LIGHT ION BEAM TARGET DEVELOPMENT FACILITY

R.R. Peterson, K.J. Lee, G.A. Moses
University of Wisconsin
1500 Johnson Drive

Madison, WI

First wall survivability is a critical problem in
the design of Inertial Confinement Fusion reactor
cavities. Previous studies have shown that in a Light
Ion Beam Fusion Reactor scenario, a bare, actively
cooled ferritic steel first wall protected by a 50 Torr
argon and sodium cavity gas will not experience
excessively large stresses and could survive for the
lifetime of the reactor. A Target Development Facility
to be completed in the late 1980's would have higher
target yields and less gas protection than the LIFR.

Recent calculations of wall stresses show that in
a TDF, thermal stresses are much larger than mechanical
stresses and that the maximum total stress is consider-
ably larger than the yield stress for the ferritic
steel, It is proposed that a graphite fabric liner be
inserted on the inside edge of the cavity wall to re-
duce the total stresses in the wall to below the yield
stress.

Introduction

First wall survivability has been an important
concern in Inertial Confinement Fusion (ICF) reactor

designs. 1% Designs of Light Ion Beam Fusion Reactors

(LIFR)5 can be different from other fusion reactor de-
signs in that the reactor cavities are most probably
filled with a gas at a pressure of between 5 and 50
Torr (when measured at 0°C). In such designs, this gas
serves as a medium for the formation of plasma dis-
charge channels which form renewable electrical con-
nections for guiding the ion beams from the pulsed
power drivers to the fusion target. This gas, if its
atomic number is larger than 10, stops the soft compo-
nent (hv < 1 keV) of the target generated X-rays and
all of the ion debris. Only the hard X-rays directly
reach the first wall but they should not cause serious
damage because their deposition lengths are long. The
fraction of the non-neutronic target energy absorbed by
the gas will, however, heat the gas and generate a
fireball., This fireball can propagate to the first
wall, depositing a shock overpressure and a radiant
heat flux. Critical problems in the analysis of LIFR
designs are the determination of this overpressure and
heat flux and the calculation of the resulting mechani-
cal and thermal stresses in the first wall structures.

Specifically, in a study conducted by Sandia Labs
and the University of Wisconsin, the survivability of a
bare, actively cooled, ferritic steel first wall in a

LIFR has been considered.® The gas, xenon or argon
with an alkali metal vapor impurity, is chosen to per-
mit laser guided formation of beam plasma channels and
adequate protection of the reactor first wall. First
wall stresses have been found to be acceptably low for
100 MJ target explosions in a 50 Torr argon gas in a 4
meter radius right circular cylindrical cavity.

The Target Develoﬁment Facility (TDF), having many
features in common with a LIFR, has been proposed to
follow PBFA I1 and would begin operations in the late
1980's. Being a machine to be used in experiments, the
number of explosions expected in its lifetime is much

Tower than in the LIFR (~ 10t compared with 109). The
radius of the cavity has been lowered to 3 meters in
view of the reduced number of explosions. Also, the
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expected target yield has been increased to 200 M) and
the argon gas densities of most interest have been
changed to 10 and 20 Torr, Additionally, xenon has
been included as a possible cavity gas.

The heat fluxes, overpressures and the resulting
stresses on the first wall of such a TDF are calculated
with methods given in the following section. The re-
sults of these calculations for the TDF wall are pre-
sented for 10, 20 and 50 Torr of argon with a 0.2%
sodium impurity and for 5 to 50 Torr of xenon with a
0.5% cesium impurity. The stresses on the walls are
larger than in the LIFR and a change in the design of
the TDF is proposed as a solution to the problem.

Analysis of Fireball and Stresses

To calculate the dynamics of the fireball and the
overpressure and heat flux on the first wall of the
TDF, it is necessary to first determine the opacity and
the Equation of State (EOS) of the cavity gas. This is

done with the MIXER computer code.” The atomic physics
of a monatomic gas is modeled by assuming either that
the average fonization state follows the Saha formalism
and that the six most populous ionization states have
densities spread about the average in a Gaussian or
that the ionization follows the Coronal model where the
densities of fonization states obey Boltzmann sta-
tistics. The choice of model is made on the basis of
which recombination mechanisms are important at the
given gas temperature and density. The first 20 atomic
energy levels are included where their populations are
assumed to obey Boltzmann's law. Once the EQS of the
gas has been calculated, the Rosseland and Planck
opacities are calculated considering photo-ionization,
inverse Bremsstrahlung, atomic line absorption and
Thompson scattering as photon stopping mechanisms.8

This analysis shows that, as long as one considers
photons with energies greater than the first ionization
potential, photo-ionization is the dominant mechanism
of photon stopping. When the photon energy drops below
this energy, the absorption coefficient drops by
several orders of magnitude so that the gas is rela-
tively transparent to low energy photons. An inert gas
1ike argon with a high value for the first ionization
energy will be transparent to much higher energy
photons than an alkali metal vapor like sodium,
the addition of a small amount of sodium will not
significantly change the opacity of the gas to higher
energy photons but will greatly increase the opacity to
low energy photons. Thus, when the photons are of low
energy, increasing amounts of alkali metal vapor rapid-
1y increase the photon stopping ability of gas.

Thus,

Once the optical properties of the gas are known,
the physics of the fireball propagation may be

studied.? The argon or xenon will absorb target gener-
ated X-rays and ion debris in a small volume, creating
a hot fireball at the center of the cavity which is
surrounded by cold gas. Initially, the radiation mean
free paths are lTong in the fireball but short in the
cold gas so that a wave of heat moves into the cold gas
by successive warming of layers of gas near the fire-
ball, Initially, this heating wave, whose speed de-
creases with decreasing fireball temperature,



propagates more rapidly than the sound speed. As the
fireball expands and cools, the speed of the heating
wave drops to the speed of sound and a shock wave is
formed which breaks away from the fireball. The fire-
ball continues expanding and cooling until the mean
free paths for fireball radiation in the cold gas are
lTonger than the distance to the first wall, at which
time the fireball begins radiating its energy to the
wall, This continues until the fireball cools to the
point where the emission of photons by the gas sharply
decreases and the flow of radiant energy ceases. The
effect of decreasing the mean free paths to low energy
photons in the cold gas is to slow the propagation of
the radiation to the wall, Thus, by adjusting the
opacity through the variations in the alkali metal
concentration, one may control the total amount of heat
radiated to the wall per explosion and the rate at
which this heat reaches the wall,

A hydrodynamic radiative transfer computer code,
FIRE, has been used to simulate this behavior in fire-

balls.10 FIRE is a one-dimensional hydrodynamics code
that calculates the dynamics of two fluids; the plasma
at its own temperature and the radiation at its own
temperature. The transport of the radiation fluid is
flux limited and upstream averaged. The equation of
state of the plasma and mean free paths of radiation in
the gas are read from tables of data provided by the
atomic physics code MIXER.

Once the heat fluxes and overpressures have been
found, the thermal and mechanical stresses are calcu-
Tated, A simple temperature diffusion computer code is
used to find the temperature profiles in the first wall
at various times. These temperature profiles are put

into the transient stress code TSTRESS!! to calculate
the thermal stresses in the wall, The mechanical
stresses, due to the shock overpressure induced
flexures in the first wall structures, are then calcu-
lated analytically and combined with the thermal

stresses.12
Results

Using the FIRE radiation hydrodynamics code, the
heat flux and overpressure on a first wall 3 meters
from a 200 MJ exploding pellet are calculated. Cavity
gases of argon with 0.2% by volume of sodium and of
xenon with 0.5% by volume of cesium are considered.
The calculations are started by assuming that 60 MJ of
the 200 MJ target yield is in soft X-rays and ions
which are stopped in a small sphere of gas surrounding
the target. A typical heat flux and overpressure are
shown in Fig. 1, which is the case of a 20 Torr argon
cavity gas. Previously reported calculations have
shown how the heat flux and overpressure are dependent
on the fractions of alkali metal vapor®, but here we
will vary the gas density only.

A temperature diffusion code and the transient
stress code TSTRESS have been used to calculate thermal
stresses in the wall,
flexural mechanical stress, the thermal stress and the
total stress are plotted in Fig. 2 for a 20 Torr argon
and sodiym cavity gas. In this figure, positive
stresses are compressive. Here, the wall is a system
of HT-9 panels 47 centimeters wide, 2 meters high and 5
centimeters thick, which are rigidly supported by a
frame at the edges of the panels. Also shown in Fig, 2

is the yield stress for HT-9.13 Notice that, because
of the large thermal stress, the total stress is larger
than the yield stress. This means the material may
deform before reaching this stress,

With the analytically calculated
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Figure 1 Heat flux and overpressure at first wall
versus time. The wall is 3 meters from the
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Figure 2 Maximum stresses in 5 cm thick HT-9 wall
panel versus time. The wall panel is 2
meters high and 47 cm wide.

Calculations like those described above have been
carried out for both argon with sodium and xenon with
cesium cavity gases for gas pressures between 5 and 50
Torr (when measured at 0°C). The results of these
calculations are tabulated in Table 1. The maximum
shock overpressure on the first wall is plotted against
gas pressure in Fig. 3. There is l1ittle difference be-
tween argon and xenon. Also on Fig, 3, these values
are compared with the overpressure predicted by strong

shock theor_y.8 The overpressures are much below the
strong shock values because a large fraction of the
fireball energy is radiated out of the blast wave to
the first wall, The overpressure decreases with de-
creasing gas density because the amount of radiated
energy is higher at Tow gas densities. Figure 4 shows
the energy radiated to the wall per unit area per
target explosion plotted against gas density. The
values are normalized to the total initial fireball

energy divided by the wall surface area, 53 J/cmz,
which is what would occur if there was no cavity gas.
Naturally, the amount of radiated energy decreases as



Table 1,

Results of Computer Calculations

Wall Radius = 3 m
Initial Energy of Fireball = 60 MJ
Wall Material = HT-9

Panel Thickness = 5 cm
Panel Height = 2 m

Panel Span = 47 cm

Type of Gas Argon Xenon

Gas Pressure (Torr) 10 20 50 5 10 20 50
Max. Overpressure at First Wall (MPa) 0.25 0.79 1.16 0.089 0.18 0.69 1.33
Max, Heat Flux at First Wall (kN/cmZ) 135 53 30 422 177 92 19
Energy Density Radiated to First Wall (J/cmz) 28.93 24.62 21.18 41.04 34,28 25.75 18.9
Max. Temperature Rise at First Wall (°C) 1321 716 407 2430 1498 640 232
Max. Total Stress at First Wall (MPa) 3236 2050 1207 6262 4368 1919 691
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Figure 3 Maximum overpressure versus gas density
compared with strong shock over pressure.

more gas is put in between the target and the first
wall. Figure 5 shows the maximum stress plotted
against.gas density and the yield stress for HT-9.
Notice that only when the gas density is higher than 30
Torr for xenon or 35 Torr for argon does the stress re-
main below the yield stress.

Conclusions

We have found, because of the reduction in gas
protection, that the heat fluxes on the first wall of
the proposed TDF are large enough to cause large ther-
mal stresses in a bare HT-9 first wall, These stresses
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Figure 4 Energy density on first wall versus gas
density2 The energy density is normalized to
53 J/cm¢, the non-neutronic target yield
divided by the first wall surface area.

are often larger than the yield stress of HT-9 and make
the determination of the lifetime of the first wall
difficult. On the one hand, since the maximum stresses
are compressive, it might be argued that the stresses
actually impede crack growth and lengthen the lifetime,
On the other hand, with the stresses being larger than
the yield stress, the material under compression may
deform to reduce those stresses but leave the wall
under tension when the heat flux is removed. This
could lead to accelerated crack growth and a reduced
wall lifetime. :

We propose avoiding this uncertainty in the wall
lifetime by changing the design of the first wall, We
could suggest that the cavity gas density be increased
but the beam channels may not be possible if the gas is
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dense enough to protect the wall. Since the shock
overpressure is not large, we feel that a graphite
liner supported by the HT-9 wall could survive the
mechanical effects and would protect the HT-9 from the
large thermal stresses. The liner would absorb the
radiant heat flux and radiate the energy to the steel
wall over a long period of time, generating only small
thermal stresses in the HT-9. The liner would be con-
structed of a graphite fabric that would rest against
and transmit the mechanical impulse of the shock to the
steel wall, We feel that, since the mechanical
"stresses are so much lower than the thermal stresses,
and since this design does not depend upon complicated
calculations of the behavior of the first wall materi-
al, this is a better choice for the first wall con-
struction of the TDF than the bare steel wall.
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B. Model Development

In this section we describe the FIRE computer code including the modifi-
cations made by Tom McCarville. We have added the capability of target x-ray
attenuation in the cavity gas and calculation of the resultant temperature
distribution. We can also model the stopping of target ions in the gas and
simultaneously compute the response of the gas. The ion stopping is included
as source terms in the conservation of momentum and energy equations.

The description is the first part of UWFDM-407, which is a code de-
scription and user's manual. The detailed user's information has not been

included in this progress report.
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FIRE - A CODE FOR COMPUTING THE RESPONSE OF AN iNERTIAL CONFINEMENT FUSION
CAVITY GAS TO A TARGET EXPLOSION

Thomas J. McCarville, Robert R. Peterson, and Gregory A. Moses .

Department of Nuclear Engineering, University of Wisconsin, Madison, WI, USA
PROGRAM SUMMARY

Title of program: FIRE

Catalogue number:

Program obtainable from: CPC Program Library, Queen's University of Belfast,
Northern Ireland (see application form in this issue)

Computer: Univac 1110; Installation: MACC, University of Wisconsin, Madison,
Wisconsin

Operating System: Univac 1110 EXEC VIII
Programming language used: FORTRAN

High speed storage required: 60,045 words
No. of bits in a word: 36

Overlay structure: none

No. of magnetic tapeé required: none

Other peripherals used: 1line printer, up to ten mass storage files or
magnetic tapes

No. of cards in combined program and test deck:
Card punching code: EBCDIC

Keywords: inertial confinement fusion reactor design, gas protection concept,
deposition of target x-rays, deposition of target debris, cavity gas response

Nature of the physical problem:

One of the methods that has been suggested for protecting the first wall of a
commercial inertial confinement fusion (ICF) reactor from the x-rays and ions
emitted by an exploding target is to fill the cavity with a gas [1]. The FIRE
code described in this article simulates the interaction of the target x-rays
and ijans with the gas, and computes the response of the gas to a target ex-
plosion. The results computed by the FIRE code are useful for analyzing the
thermal and mechanical response of a first wall that is protected with a cavi-
ty gas.

Hethod of solution:
The deposition of target x-rays into the gas is computed with an exponential
attenuation model. A table of x-ray attenuation coefficients for atoms with

.i



atomic numbers ranging from 1 to 100 and x-ray energies ranging from 0.01 keV
to 1 MeV are supplied with this version of the code [2]. The initial x-rays
that are absorbed ionize the gas near the target, and reduce the photoelectric
attenuation coefficient for subsequent x-rays. The x-ray deposition model
used by the FIRE code accounts for the reduction in the attenuation coef-
ficient with increasing ionization [3].

The internal energy and momentum transferred from the target debris to the gas
is computed from the results of an ion transport code. The results of the ion
transport code are fit to analytic functions, and these analytic functions are
used to estimate the rates that internal energy and momentum are deposited as
a function of time and space [3].

The FIRE code simulates the response of a cavity gas to the deposition of tar-
get x-rays and ions by solving differential equations of energy and momentum
conservation. These equations are solved in the Lagrangian reference frame by
finite difference methods. A tabulated equation of state and tabulated Planck
and Rosseland mean free paths are needed to compute the response of the gas.
The MIXER code [4] has been developed to compute this data for the FIRE code.
The TSTRESS code [5] then uses the heat fluxes and overpressures at the first
wall computed by FIRE to analyze the response of the first wall.

Restrictions on the complexity of the problem:

The FIRE code assumes one-dimensional symmetry in computing the interaction of
the target x-rays and ions with the gas, and also in computing the gas re-
sponse. The cavity gas can be divided into a maximum of 97 Lagrangian zones,
and either planar, cylindrical, or spherical geometry can be assumed.

The gas is assumed to be composed of only one atomic number in computing the
x-ray deposition. At present, the model for computing the reduction in the
photoelectric attenuation coefficient with increasing ionization is only used
if the gas is neon, argon, or xenon. To compute the reduction in the attenu-
ation coefficient for additional gases, the energy of the K, L, and M shells
of the neutral gas and the number of electrons in each shell must be added to
the subroutine EDATA.

Typical running time:

The CPU time required to compute the deposition of target x-rays and ions into
the gas is minimal compared to the time required to compute the gas response.
On the gnivac 1110, the CPU time required to compute the gas response is about
2 x 107 s/zone/cycle.

Unusual features of the program:

The FIRE code is written in standard FORTRAN except for the manner in which
the COMMON blocks are used. The COMMON blocks are listed only at the begin-
ning of the program, where they are equated to INCLUDE statements. There-
after, the INCLUDE statements are used to represent the COMMON blocks. The
use of INCLUDE statements abbreviates the listing of a program that uses the
same COMMON blocks in many subrautines, because an INCLUDE statement occupies
only one line, whereas a COMMON block might occupy many lines. INCLUDE state-
ments only have meaning to a Univac compiler, so the user may wish to replace
them with the respective COMMON blocks.

i
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I. Introduction

One of the methods that has been suggested for protecting the first wall
of a commercial inertial confinement fusion reactor from the x-rays and ions
emitted by an exploding target is to fill the cavity with a gas [1]. The x-
ray and ion energy is attenuated by the gas and converted to hydrodynamic and
internal energy, whereas the neutrons emitted by the target are unaffected by
the gas. The energy of the gas can then be transferred through heat ex-
changers to a working fluid.

If the gas protection concept is to be a viable method of protecting the
first wall from target x-rays and ions, then the gas must be dense enough to
attenuate the target x-rays and ions without degrading driver beam propa-
gation, and the first wall must be capable of withstanding the response of the
gas. The FIRE code has been developed to help determine whether these cri-
teria can be met. The code simulates the interaction of the target x-rays and
ions wifh the gas, as well as the gas response. The output of the code can be
used to compute the thermal response of the first wall to blackbody radiation
emitted by the gas and unattenuated target x-rays and ions. The results can
also be used to compute the mechanical response of the first‘wa11 to gas
motion [2]. The thermal and mechanical response of the first wall can then be
used to estimate the first wall lifetime.

This documentation describes the equations solved by the FIRE code and
the numerical methods used to solve these equations. Some of the physical
models used by the code are unique, such as the two temperature radiation dif-
fusion model, but the development of these models has been documented else-

where and will not be repeated here.



II. Target X-Ray Deposition

The time required for the deposition of target x-rays into the cavity gas
(~ 10-8 s) is much shorter than the hydrodynamic response time, so the gas is
stationary as the x-rays are deposited. Hence, the thermodynamic state of the
gas after x-ray deposition can be used as an initial condition in computing
the gas response to the exploding target. The code assumes exponential x-ray
attenuation, which should be adequate for most target x-ray spectra [3]. As
the code is presently written, gases composed of only one element can be used
to attenuate the x-rays. A table of attenuation coefficients for elements
with atomic numbers ranging from 1 to 100 and x-ray energies ranging from 0.01
to 1000 keV are provided with the FIRE code [4].

The initial x-rays that are photoabsorbed by the gas reduce the number of
bound electrons available to interact with subsequent x-rays, so the atténu-
ation coefficient decreases as x-rays are deposited. A method of modifying
the photoelectric attenuation coefficient of the gas to account for increasing
ionization has been developed for the FIRE code [3]. By counting the number
of electrons ejected from each electron shell as the x-rays are deposited, the
contribution to the photoelectric attenuation coefficient from each shell can
be reduced by an amount proportional to the number of missing electrons. Al-
though simple, this model does at least give the correct attenuation for the
limiting cases of a completely neutral and completely ionized atom. The accu-
racy of this model at intermediate levels of ijonization has not been deter-
mined. In this version of the FIRE code, the model for computing the re-
duction in photoelectric absorption can only be used with neon, argon or xenon

gas. To extend the model to other gases, the number of electrons in each



shell of the neutral atom and the energies of the K, L, and M shells must be
added to the EDATA subroutine.

The x-ray spectrum emitted by the target can be assumed to be Planckian,
or an arbitrary histogram can be input. In either case, the code divides the
x-ray spectrum into energy groups, giving each group a constant energy width.
The x-rays in each group are then attenuated as if they were monoenergetic.

1I1I. The Equation of Motion

THe equations solved by the FIRE éode are written in the Lagrangian co-
ordinate system, meaning the equations describe a‘point that moves with the
Tocal fluid veTocity. The advantage of this coordinate system is thatAthe
mass flux is zero, so the conservation equations are simplified considerably.
The FIRE code automatically chooses a suitable Lagrangian mesh from the cavity
geometry and dimensions input by the user. Either planar, cylindrical, or

spherical coordinates can be assumed. The units used by the FIRE code are

length - cm
time - second
mass - gram
speed - cm/s
energy - Joule
temperature - eV
pressure - J/cm3v
charge - esu

Figure 1 illustrates the index system used to denote spatial boundaries.

The Lagrangian mass of each zone, moj 1/2° is defined by integrating

am_ = plr) 81 dr (1)
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from boundary j to j+l, where p is the mass density and r is the spatial co-
ordinate. The symbol & denotes planar (6=1), cylindrical (6=2), or spherical
coordinates (6=3). The Lagrangian mass is a constant for each zone, so it is
a convenient replacement for the product p(r)rd‘ldr when writing the conser-
vation equations in finite difference form. The average Lagrangian mass of

two zones, moj, will appear in the finite difference form of the eduation of

motion, and is defined as

(m +m )
. Y4172 %172
0. 2 <t

. (2)

In Lagrangian coordinates, the equation of motion is

’ au
au _ 9 v dr
-a_.t_ B -v E_F (P + q) - VET‘E— ?

(3)

where: V is the specific volume of the gas,
Vg is the specific volume of the debris,
u is the radial velocity of the gas,
uqp 1is the radial velocity of the debris,
P is the sum of the gas and radiation pressure,
q is the artificial viscosity [5].

The explicit, finite difference form of Eq. (3) that is solved by the FIRE

code is
ntl/2  n-1/2 nyé-lg on ., n-1/2 n
uj uj _ (rj) [APj Aq; ] 1 AMOM ’ ()
ath Amoj GAmoj ath

where: G =1 for 6=1 (planar coordinates),



G = 2n for 6=2 (cylindrical coordinates),
G = 4n for §=3 (spherical coordinates),
and AMOMg is the momentum lost by the debris during at".

The superscript n is the time index. The terms in brackets are defined as

n_n _ph n-1/2 _ n-1/2 _ n-1/2
8Py = Piaje ~Pjorje 34 4G %Geiyz = 95-172 - (9
The artificial viscosity is a function of the zone specific volume, so to
make Eq. (4) explicit, aq; is evaluated at t"-1/2, The artificial viscosity

used in the FIRE code is

n-1/2 _ n-1/2
95-1/2 0 . for vj—1/2 >0 ,
n-1/2 -1/2 6
72 (u] /z_ ”2-1/ ) *n-1/2 t©)
= noI7? for Vi172 ¢ o .
Ry J
J—

The quantity V is the time rate of change of the specific volume.

The gas pressure, Pp, is computed from the perfect gas law,

n o

) *n s (7)
/20 P2 Pinge

P = 1.602 x 10729 (1 + 2"
jtl/e2 J
where: Z is the charge state of the gas,
np 1s the number density of gas atoms,
T, is the gas temperature.

P
The radiation pressure, Pp, is computed from the radiation energy density, Ep,

by



E .
n 1 ("Ryn
P = ( J, ’ (8)
Riprjz 3 'V “3tl/2

where the radiation energy density has been assumed to be isotropic. Although
in some instances the radiation field may not be isotropic, the radiation
pressure is very small compared to the gas pressure for the temperature and
densities of interest here, so the assumption of an isotropic radiation field

does not affect the gas motion.

After solving Eq. (4) for ug+1/2, the new radii are computed from
rg+1 = rg + u3+1/2 Atn+1/2 . (9)

New specific volumes and other quantities are then computed in preparation for
the next time step.

To evaluate the momentum imparted by the target debris, the debris is as-
sumed to consist of only one element. The initial energy spectrum can be as-
sumed to be Maxwellian or Gaussian, or an arbitrary histogram can be input.
The code divides the initial energy spectrum into energy groups that have
equally spaced increments in velocity, and assigns an equal fraction of the
debris mass to each group. The total momentum deposited into a gas zone is
the sum of the contributions from each group. However, to simplify the no-
tation in the equations that follow, the index denoting the energy group will
be omitted. The momentum imparted by the debris, in finite difference form,
is

n n n+l/2 n-1/2
AMOM. = Am (u - u ) . : (10)



The quantity Amg is the debris mass in zone j-1/2, and is evaluated from
j-1/2
analytic functions that are programmed into the FIRE code [3]. The analytic

functions simulate ion transport in the gas. The quantities uzil/z are the
average radial speed of ions in an energy group, so are independent of the
spatial index. Equation (10) can be written in the form evaluated by the FIRE
code by noting that at time t"*1/2,

4172 n-12 o Sargn-172

n
m e st (11)

The time derivative uy. has been written as a total derivative because the
average deceleration of each energy group is independent of the spatial index.
The deceleration is also evaluated from the analytic expressions that are pro-
grammed into the FIRE code. Combining Eqs. (10) and (11) gives the expression
evaluated in the code,
aMoM? = anl (Eggfjn'l/z at" . (12)
| J dj-1/2 dt
The analytic expressions that are programmed into the FIRE code and used
to evaluate the deceleration and spatial distribution of the debris are
functions of the average radial distance that the debris travel through the

gas, rq. From the expression

rn+l -
ynt/e . d d (13)
dr Atn+172 ?

and Eq. (11), the distance the debris have traveled through the gas (in the

Lagrangian reference frame), is



du
- WN ntl/2 n-1/2 dr\n-1/2 ,.n, . n+l/2
rq rq *at et ) At At . (14)

When computing the distance traveled by the debris in the Eularian reference
frame, the gas motion is accounted for.

IV. The Energy Equations

Because of the high temperatures encountered in the cavity gas (up to
tens of eV), thermal radiation can be the dominant energy transport mechanism.
The FIRE code uses flux limited diffusion to model radiation transport. The
absorption and emission of thermal radiation are strongly temperature depend-
ent, so the radiation diffusion equation is solved simultaneously with the

temperature equation. The equations solved by the FIRE code are

P, -

cf-T—"—=—?—(r5'1|< fﬂ)- P VT, - oV + wfy - wT, + 5 (15-a)
VIt ey P ar 3T, P Qv+ wpkp = %lp
oF oE pE,
R ] 5-1 R R
T T (U K d c 3V - ugfp * pTp (15-0)
0
where: Cv is the specific heat at constant volume,

Kp is the gas thermal conductivity,

Kp 1s the radiation thermal conductivity,

wp s the radiation absorption coefficient,

wp 1s the radiation emission coefficient,

S is the rate that internal energy is added by the debris.
In writing Eq. (15-a), the thermodynamic identity [6]

o, . aTP aPP .
=t PpV = Cv =gt ET;'VTP (16)



] .
was used to replace sig-and PPV with terms involving Tp. To simplify the

notation in the finite difference equations that follow, the time index of
quantities evaluated at t"™1/2 4i11 be omitted. In fully implicit finite

~difference form, Eqs. (15-a) and (15-b) are

LRI 61
C j-1/2 j-1/2 _ 1 J__qml _qntl
V. n+tl/2 Am Ar P. P.
s-1 =
r. P .
N S L ST [ A DU (i (17-a)
@y, " Pia2 Pieage AMp3-1/2 3-1/2 P54 5
KP J-1
' n+l n+l n
- Qi V. + E - T + S,
U2 312 Ry e Ry T Pyae Py 32
and
AR (61
j-1/2 i-1/2 _ 1 [ J (En+1 - gl
¥ I72 am o (Ep, R,
At 051/2 ary T SV BVZ:
K5 *F
R Ry .
(81 :
_ J-1 En+1 _ En+1 )] - En+1 n-1/2
R r. Rz Rysge Ricis2 V5-172 (17-b)
By +
KR j-1 FR
j-1

Risiz Ryse P12 Pye1r2

The denominators of the terms in brackets represent the resistance per unit

area to thermal and radiative diffusion between zone centers. For instance,

10
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@y - Gl Ty o
Pit1/e j-1/2

Ar Ar
)

and so on for (K”'j-l’ (= ) , and Léﬁ)j_l. Equations (17-a) and (17-b) can be
P R R

written in matrix form as

n+l - n+l n+1 n+l n-1
%5.1/72 (85.172 - §. 1/2’ 35 (84172 = 85-172) - 3501 (850172 - 85.377)
(19)
_ gl g+l .
Yi-1/2 &-172 7 95-172 G5+172 * By-1/2
where
C 0
V. Am
- ,]-1/2 oj-l/z
g5-1/2 “—V‘Atn- 7z
0 1
6-1
rJ /(Ar/KP)j 0
& ] s-1 ’
0 . Ty /((Ar/KR)j + 8Ep /Fp ) /
R T
(aPP/aT )J 1/2 j-1/2 0
Y = Am s
0 Vic12/35-172
“p “9R
W =1 am s
“p “R
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. * n
95.172 Vi-172 * S5-1/2

) am ,
Bi172 7 . ) 05-1/2
T3+l
n+l i-172
and  j-172 © )
E2+1
j-1/2

A more compact matrix equation can be written by redefining the coefficients

as follows:

1278 -
Bi_1/2 = o172 M 8 Y 8501 Y Y12 Y eyi12 o
Ci-172 = 8 o

- n
D5-172 = g5-1/2 &-172 * Bj1/2 -
With these redefinitions, Eq. (19) becomes

n+l B n+l LS S,

Bi172 G172 Y Bio1g2 85-12 7 Y5-172 &3/ T Ym0 (20)

If JMAX is the number of zone boundaries, then Eq. (20) represents a JMAX by
JMAX tridiagonal matrix equation that has two by two matrices for elements.

If the coefficients of Eq. (20) are evaluated at t", it can be solved by

12



Gaussian elimination. Solutions can be shown to be of the form [7]

ntl - n+l ]
85-172 = Ejo172 854172 * Byo1y2 0 For 1< J < IMAX
(21)
n+l _ o
8)MAx+1/2 = BOUNDARY CONDITIONS ,  for j - JMAX .

The E matrix and F vector can be related to known quantities by decreasing the

spatial index of Eq. (21) by one, and substituted into Eq. (20). One finds
that

_ -1
by = 8172 = Giorze " Biyge) T By o
and , * (22)
_ -1
Fyo72 = Byo172 = G4o172 * Bjozg2) T Rylyp0 * Gyi1e T Eyzge)

for 1 < < JMAX, and

_ 1
Bz = (Bypa) ™ " 8yyp s

) -1
Fyj2 = Byya) " *Dysp s

for j=1. To solve Eq. (21), a sweep is made from the first zone out to the
wall to evaluate E and F, and then back to the center to evaluate the compo-
‘nents of the §?+1 vector.

The expression for the thermal conductivity of the gas, Kp, that is used
in the FIRE code is the theoretical expression developed for electrons inter-

action with stationary ions [8]. The theoretical expression includes an

13



experimentally determined constant to prevent Kp from diverging as the average

ionization state approaches zero. The expression is

T5/2
Kp = 20 (3)3/2 — , (23)
/mg e (Z+4)1Ina
where: e is the electron charge,

Mg is the electron mass,

In A is the Coulomb logarithm.
To save computational effort, the Coulomb logarithm is computed from a curve
fit that has an accuracy better than 10% for 1n A greater than 5. In finite

difference form, the thermal conductivities are

1.22 x 10% 12 T;/z
¢ - i Pt

Pisryz W4+ Liyyn) 10 Ay o

(24)

1.22 x 102 Tg T%/Z
j-3/2

K - i
Pijzje Wt Ly 30 Inhy 4

The Tg~terms are evaluated at the zone boundaries rather than the zone centers
to enhance the numerical stability of the solution.

The expression for the radiation conductivity that is used in the FIRE
code is a frequency averaged value. If the radiation mean free path is much
smaller than the gradients in the radiation energy density, then the frequency

dependent radiation flux, qg,, is given by [9]

2 (T,) ¢ oE
_TvP Rv
%Ry © 3V ar ’ (25)
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where: £, is the frequency dependent radiation mean free path,
Ep, s the frequency dependent radiation specific energy,
c is the speed of light.
The frequency averaged conductivity is arrived at by integrating Eq. (25) over
frequency. The frequency dependence of 2, is known from theoretical models of
radiation absorption, but in general the frequency dependence of Ep, is not
known prior to solving the frequency dependent radiation transport equations.

For the radiation diffusion model used in the FIRE code, the frequency depend-

ence of Ep, is assumed to be a dilute Planckian, that is

3
ERv = eV 8“51\) %lv
c exp (Trj -1
R

(26)
where ¢ is a proportionality factor and Tp is the radiation temperature. The
radiation temperature is defined so as to reflect the temperature of the gas
that emitted the radiation occupying the point of interest. The radiation
temperature at a point is evaluated by averaging the temperature of the trans-
ported radiation, the temperature of the emitted»radiation, and the tempera-

ture of the radiation already present. In finite difference form, this v

average is
My * TRH/Z .y TE+1/2 .y T3+1/2 - TEH/Z
Tn+1 - j-1/2 J+3/2 j+l/2 j+l/2 1<i<JMAX
R, W, F W, + W, * W J
j+1/2 1 2 3 4 (27)

where the weighting functions are defined as
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s-1
QRr At 4172

W, = (—=——);_ if q >0
1 am,  *3-1/2 Ri-1/2
(28)
=0 if Q. . < 0
j-1/2
W, =0 if q >0
2 Rj+3/2
(29)
§-1
i} (qu At)r.l+1/2 if q <0
am j+3/2 RJ.+3/2
_ n+l/2
W n+l/2 (31)

s = (Bplyaiye -

*

The frequency averaged radiation flux across zone boundaries is represented by
qg in Eqs (28) and (29), which after integrating Eq. (25) over frequency can

be written as

z(TP,TR)c 3E

R
" | A T (32)
here 21,7 =8 1T, el (33)
whe priR! TS AN T ’
: 4r 0 (L -e )
and u(T,) = v (34)
R TT

Equation (33) defines the Rosseland mean free path (including spontaneous
emission [9]), and is a function of the gas density, the local gas tempera-
ture, and the local radiation temperature. From Eq. (32), the frequency

averaged radiation conductivity can be written in finite difference form as

16



10 *jt1/2

K = 10

Rit1/2 Visi2
(35)
L.
010 %5-3/2
K = 10 i
Ri-3/2 Vi_3/2

If the Rosseland mean free path is larger than the spatial zoning, then
radiation may stream from zone to zone without being absorbed. In this case
the diffusion model overestimates the radiation flux, and must be modified
with a flux limiter. The maximum radiation flux, 3553 occurs when the radi-
ation intensity of free streaming radiation approaches complete anisotropy.

If the radiation intensity is completely isotropic, then the flux limit is
ct

zvgu This latter expression is used in the FIRE code. In finite difference
form, the flux limit is .

F. = 3.75 x 10° [(EBJ"+1/2 + (EBJ"+1/2J 1< j < JHAX

i > V /j+172 T W j-172 J

(36)
E
_ 9 ."Ryn+1/2 .
Famax = 7+5 % 107 (77 )uax+1/2 o= Jmax .

The expression for the absorption coefficient used in the FIRE code can
be arrived at by integrating the frequency dependent absorption rate over fre-
quency. From the definition of the radiation mean free path, the frequency

dependent absorption rate is

E = CER\, (37)
“Rv-Rv R.v( |P§ *

Using Eq. (26) to integrate Eq. (37) over frequency results in (including

spontaneous emission)

17



- R i
(uRER = —‘Q—]_—(W > (38)
3
w u™(T,) du
1 _ 15 R
where m = "1‘ j U(TR) s (39)
T Oa et - 1)
and U(Tp) = #3- . (40)
R

Equation (39) defines the nonequilibrium Planck mean free path, which is the
frequency averaged distance that radiation with a temperature Tp will travel
in a gas at temperature Tp before being absorbed. The finite difference form

of the absorption coefficient is

nt1/2 _ 3 x 100
nti/2 ° (41)

-1z (.ol iy

The expression for the radiation emission coeffi&ient that is used in the
FIRE code is arrived at by assuming that the gas is in local thermodynamic
equilibrium (LTE) [10]. The gas is in LTE if the electrons and ions are in
collisional equilibrium with each other. The radiation spectrum emitted by a
gas in LTE has a Planckian frequency distribution, because the electron-ion
recombination processes are the same as those that occur in a blackbody. Then

the frequency dependent emission rate can be written as

oV Buhvd

1
T =
“y'p 2 (M) 3

exp (?ﬁ) -1

(42)

Averaging Eq. (42) over freguency yields

18



wlp =V Ty > (43)

3
©  UNT,) du
2 E(T—, , (44)
T O (Tie P

where 1——(1'-—;-
1''p

_ hv
and U(TP) = TE; . (45)

Equation (43) defines the equilibrium Planck mean free path, which is the
average distance that radiation at a temperature Tp will travel in a gas at
temperature Tp before being absorbed. The finite difference form of the

emission rate is

.

3
VT
n+l/2 5 P ntl/2

An expression for the internal energy deposition rate from target debris
can be arrived at by equating the decrease in debris kinetic energy to the in-

crease in the kinetic and internal energy of the gas:
1 _S.,u
"V C vV GEeo o (47)

where uy is the speed of the debris ions, and the quantity in parenthesis is
the acceleration of the gas in the radial direction due to the debris alone,
that is, excluding the pressure forces. From conservation of debris momentum
it is clear that

1 %Ygr

1 su _
v GGelp=o = TV, et (48)
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Note that uy. < uq if the trajectory of the debris jons is not straight as
they slow down in the gas (such as when the fons scatter off the gas nuclei).
Combining Eqs. (47) and (48) and solving for the internal energy source term

gives

au ou
_ v d Vv dr
S—-Tud—a-i-—*'v—-u—a—f—. (49)
d d
In finite difference form, Eq. (49) is
. " .
Am AKE n+l/2 n
O = V- S = VS i = V7 (501
j-1/2 am Atn—1/2 am Atn+1/2 ’
j-1/2 j-1/2

where AKE4 is the change in debris kinetic energy during at".  The change in

debris kinetic energy, the change in debris momentum, and the debris mass are
all evaluated from the analytic functions stored in thé FIRE code that simu-

late ion transport in the gas [3].

V. The Equation of State and Opacity Tables

There are five quantities that must be supplied in tabular form by the

user of the FIRE code. These are

Z(np,Tp) Charge State

Ep(np,Tp) Specific Internal Energy
Cy(np,Tp) Specific Heat
z(nP,Tp,TR) Rosseland Mean Free Path
zl(nP,Tp,TR) Planck Mean Free Path

20



These tables are generated for FIRE by the MIXER code [11]. Logarithmic inter-
polation is used to interpolate between points in the tables. For instance,
the charge state is stored as log Z(log np,log Tp). In what follows, the

indices associated with the dependent variables are

K-Tog Tp
L-]OgTP s
M- Tog np .

Points in the two dimensional tables can be represented as a two-dimen-
sional grid, as shown in Fig. 2. The indices with stars denote the location
of a quantity located between points in the table, for instance log Z(L*,M*).

To compute the desired quantity we first interpolate along the M axis:

Tog Z(L,M') = log Z(L,M) + Z,‘];;mﬂ} ST (np - npl) (51)
Tog Z(L+1,H) = Tog Z(L+1,h) + 129 Z(hﬁ»’«fﬁ)fnm)zuﬂ’M) " (np - mpli)
' (52)

where np is the number density corresponding to log Z(L*,M*). Now interpo-

lating along the L axis,

log Z(L+1,M) - log Z(L,M)
TP(E+1) - TP(L)

* * *
log Z{L ,M ) = log (L,M ) + * (TP - TP(L)) » (53)

where Tp is the temperature corresponding to log Z(L*,M*).
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Figure 2. The indices used to interpolate in a two-dimensional grid.

L, M+1 L+1, M+1
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The grids used to interpolate in the three-dimensional tables are shown
in Fig. 3. First we interpolate for log z(M,K*,L*) and log £(M+1,K*,L*) in

‘the manner prescribed above. Then interpolating in the third dimension,

* Kk *x * *
log £(M ,K ,L ) = log £(M,K ,L )

(54)

* * * *
s 1og LML L) = Tog AIMK L) (0 )
ny (MY = 1, (M) O )

If the gas temperature computed by solving the energy equations is less
than the lowest temperature in the equation of state tables, then the code
automatically computes Z and Ep by interpolating between the bounds of the
table and the values for a perfect un-ionized gas. This procedure preserves
the accuracy of the calculation at Tow temperatures. The number density, np,
should never exceed the bounds of the tables, or inaccurate results will be
obtained.

VI. The Energy Conservation Check

At the end of each time step, a check is made to insure that the differ-
ence equations are conserving energy. This is done by integrating the energy

equations over time and space. The two energy equations can be written as

Ep + PpV = Sy + Qpp + Qpp (55)

+

-

-
!

R Y PRY = Sp - Qpp + Qg (56)
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where: QPR = “RER - “PTP

. (T, or E,)

3 6-1 P R =
QDx 8m0 r Kx o where x =P or R ,
sP = source of internal energy,

wn
n

R = source of radiation (SR = 0 in this version of the code).

After integration over space and time these equations take the form

n+l ntl _ o o n+l n¥l n+l n+l n+l
GAS ep +T e *+ T+ Hy "+ Eppt - Fp o - My - Go (57)
ntl _ 0 ntl _ ontl  _np+tl | ntl n+l
RADIATION ep ep t HR oERP FR wR + GR (58)
TOTAL O L A T AR UL (59)
The physical definitions of each term are:
ey -- total internal energy of the gas or radiation.
T -~ total kinetic energy of the gas.
H, -- total source of energy to the gas or radiation.

Epp -- total radiation energy exchanged between the gas to the radiation field.
W, -- total work done on the outer boundary by the gas or radiation. These

are zero in the FIRE code because the outer edge of the gas is station-

ary.
Fy -- total energy conducted to the first wall from the gas or radiation.
Gp -- work exchanged between the gas and radiation.

Each of these terms are given in finite difference form as follows:
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JMAX

ntl _ T n+l
e, _z (E )J 1/2 bmg
Jj=1 J -1/2
2 JMAX 2
| LA (u"+1/2) + L am (u?+1/2)
& ogax-172 MK Z g5 Toyd
JMAX
H2+1 = H} + at™1/2 VT s )"+i;§
=1 X j-1/2
JMAX
ntl _ .n n+1/2 n+l/2
E = Eo, + At Y Q)" am,
RP RP 51 RPU-1/2 Tos
ntl _oon, o172 I e selinel/2 onel/2 nkl/2
Gp = = Gp +at ) uj (r™ )5 (Pp - Py )
j=1 ) /2 Nj-1/2
+ atht1/2 ug;iﬁZ (r& l)gﬁzﬁz P3+1/2 _ P2+1/2 /2
JMAX+1 JMAX-1
ntl _ 0 ntl/2 , ntl/2 , §-1,n+1/2 phtl/2
wx wx tat (UJMAX (r )JMAX X
JMAX.
§-1
F3+1 - Fg + ptht1/2 [r 3;;42 (T3+1/2 g+1/2 )
( ) JMAX+1/2 JMAX-1/2
§-1
F3+1 - FE + aght1/2 [ r - ]Sﬁkﬁz (Eg+l/2 . ghtl/2
[ J + _R R JMAX+1/2 JMAX-1/2
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The calculations made by the FIRE code do not conserve energy exactly because

of the finite distance bétween points in the equation of state tables. The

calculations usually conserve energy to within better than 10%.

VII. The Time Step Control

After each time step, the next time step is determined from a set of sta-

bility and accuracy constraints. The new time step is determined by

| K, KatM/2Z g agmt1l/2 g \en+l/2
At"+3/2 = Max[at_. ,Min(at 1 2 2 . )]
min?® max® on¥l> T ontl gL 7 pntl
1 2 3 4
.ol ntl  ontl N1/2, n+1/2
where: R Max[(ViZ1/2 Pyo172) " 70r5217]
‘RZ = Max[(Vj_l/z Vj_l/z)/vj—1/2j
R2+1 - Max[(E2+1 _ Eg )/EE+1/2
i-1/2 j-1/2 "j-1/2
R2+1 - Max[(TSﬂ _ TS )/T3+1/2 .
j-1/2 j-1/2 "j-1/2

(68)

(69)

(70)

(71)

(72)

The maximum values of R;, Ry, R3, and Ry are found by sweeping over the zones.

The input parameters K;, Ky, K3, and K, determine the severity of each con-

straint. The default value for Kl, Kz and K4 is 0.05. The default value of

K3 is set to 1.0 x 1035, which in effect removes the radiation energy as a

time step constraint. The justification for doing this is that the only place

where the radiation energy is changing rapidly enough to constrain the time

step is at a radiation wave front. Everywhere else the radiation field is in
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quasi-equilibrium with the gas, because the speed of light is very fast. The
shape of the radiation wave front cannot be resolved very accurately because
of the size of the Lagrangian zones, so this time constraint can be removed.

VIII. The Subroutines and Their Functions

The FIRE code is written in FORTRAN IV, and can be run on any mainframe
computer. It is written in a top-down modular style, as shown in Fig. 4.
Each subroutine performs a specific function. These functions are briefly

described below:

ABCDEF - computes the A, B, C, D, E, and F matrices and vectors used to
solve the energy transfer equations.

CLEAR - sets all common blocks to'zero before the start of a calcu-

' lation. .

CROS - searches through the x-ray cross section table and computes
the cross section of the gas.

DISTRB - computes the kinetic energy and momentum lost by the debris in
each zone during a time step.

DUMP - writes all common blocks on unit 2 at the end of a calculation.

DYNDEP - computes the x-ray deposition and the new absorption cross
section of each zone.

ECHECK - computes the integrals used in the energy conservation check.

EDATA - provides the electron shell structure of the gas for the x-ray
deposition calculation.

ENERGY - computes Tp, Ep, and then Tp.

EOS,EQSL - computes the equation of state quantities.

GASDEP - computes the temperature of the gas after x-ray deposition.

HYDRO - solves the equation of motion for the fluid velocity, new zone

radii, ar's, zone volumes, and specific volumes.

INITD - reads LOWEN namelist input and initializes the debris depo-
sition calculation.
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Figure 4. The flow diagram of the FIRE code. The dotted lines indicate
conditional routes.
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INITIA -

INITY -

INIT2,4,5 -

KAPPA -

LLAM -
MAIN -

MATRIX -

NUMDEN -

OMEGA -

OUT,0uTl -

POINT,POINT1 -

QUE -
QUIT -
SHIFT -

SPECFL -

SPECP -

—

STOPS -

et

TABLE2,TABLEL -

TEMPBC -

TIMING -

UNREAD -

reads namelist input and calls other initialization routines.
sets variable default values before reading input.

computes initial conditions and writes a summary of the ini-
tial conditions to unit 6.

computes plasma and radiation thermal conductivity and the
radiation flux Timit.

computes log lambda.
calls other routines to form the loop for one time step.

computes 3, g, Yy, and w matrices for use in the energy
transfer calculation.

computes number densities from the specific volume.

computes the radiation emission and absorption coefficients.
writes output to unit 6 at the end of specified time cycles.
finds pointers in the equation of state tables.

computes the artificial viscosity.

wraps up the calculation at the end.

shifts values of variables at (n+l) to variables at (n) at the
end of a time step.

computes the debris spectrum.
computes the x-ray spectrum.

computes the total kinetic energy and ‘momentum lost by the
debris during each time step.

interpolates in the equation of state tables using the
pointers.

computes the plasma temperature and radiation specific energy
boundary conditions.

computes a new time step and determines whether the calcu-
lation is over.

reads in the common blocks from unit 4 at the beginning of a
restarted calculation.
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WBIN - writes binary output to unit 8 for postprocessing.

ZONER - computes the Lagrangian zoning automatically.

IX. Input/Output Units and Storage Requirements

The FIRE code uses ten different I/0 units. These units are listed below

along with their specific function.

Unit # Function
2 FIRE writes all common blocks to this unit at the end of a
calculation to a11ow_a restart.
3 FIRE reads the equation of state tables from this unit.
4 FIRE reads the common blocks from this unit at the
beginning of a restart calculation.
5 FIRE reads the namelist input from this unit.
6 FIRE writes lineprinter output to this unit.
8 FIRE writes binary output to this unit for postprocessing
into plots.
9 FIRE writes the times corresponding to the stored heat
fluxes on this unit.
10 FIRE writes the radiation heat fluxes to the wall on this
unit.
11 FIRE reads x-ray cross section data on this unit.
12 FIRE writes the pellet x-ray spectrum reaching the wall on
this unit.

FIRE requires about 60 K words of core storage on a UNIVAC 1110 computer
and executes at a rate of approximately 2-5 msec/zonescycle.

When adding a variable to the common blocks, the block length (set in
INIT1) must be changed so that DUMP and UNREAD will write and read the correct

number of words for a restart. Notice that the lengths are measured in double
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words. This must be changed to single words if single precision is used. All
of the variables should be changed to single precision if a CDC computer is
used.

X. The Common Blocks

Nearly all of the real variables in the common blocks are in double pre-
cision, giving about 14 decimal places of accuracy on an IBM or UNIVAC com-
puter. All real constants are specified with the "D" scientific notation
(i.e., 1.=1.D0) to insure that all calculations are performed in double pre-
cision. The IBM FORGRAN G and H compilers will not define constants as double
precision unless the "D" notation is used.

For many of the variables, the second to the last letter indicates
whether the variable is at a zong center or zone boundary, and the last letter

denotes the time level. The suffixes are:

1 -~ zone boundary

2 -- zone center
A - t"+1

B -- tn+1/2

c -- t"

D -- tn-1/2

The Tetter R will appear in a variable name if the quantity is associated with
the radiation field, and N if the quantity is associated with the gas. Thus
TR2B(J) 1is the radiation temperature in the center of zone j at time t"+1/2,
and U1D(J) is the fluid velocity on the zone j boundary at time tn-1/2 1

variables are grouped in common blocks so that a subroutine will find most of
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the variables that it needs in fewer than all of the blocks. The common
blocks are listed below along with their meaning and units. A * superscript
denotes mandatory input variables, and a ** superscript denotes a variable

with a default value.

[The remainder of the FIRE documentation has been omitted here for

brevity. It describes all of the code variables, their units, etc. This is

followed by a user's manual.]
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C. Fireball Propagation Down Plasma Channels in the LIB-TDF

In this section we have reproduced UWFDM-455. It is a discussion of
fireball propagation down plasma channels. This work was presented at the

1981 APS Plasma Physics Meeting.
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Abstract

In most proposed 1ight ion beam driven fusion devices, preformed plasma
discharge channels are proposed for propagation of the beams from the diodes
to the fusion target. After the target explodes, the non-neutronic fraction
of the fusion energy may propagate preferentially back up the plasma channels,
causing very large heat fluxes on the diodes or other reactor cavity struc-
tures at the ends of the channels.

This problem is investigated for the Sandia Target Development Facility.

Models of analysis and results are presented.



I. Introduction

A conceptual picture of the Light Ion Beam Target Development Facility is
shown in Fig. 1. The preliminary parameters assume that there are 40 beams of
light ions, 20 current return lines and that the reactor cavity is 3 meters in
radius. The problem considered in this paper is the propagation of non-
neutronic fusion energy down preformed plasma channels, a problem of potential
importance to light ion beam driven reactors as well as the Target Development
Facility.

In most proposed light ion beam driven fusion devices, the jons propagate
from the diodes to the target down plasma channels which are lower in density
than the surrounding gas.(1'4) The beams of ions drive the implosion of D-T
fusion targets which burn, yielding 50 to 100 times the beam energy in 14 MeV
neutrons, x-rays and target debris ions and electrons. (5) The neutronic ener-
gy, which accounts for approximately 70% of the yield, is not stopped to any
significant degree by the cavity gas and is not affected by the presence of
channels. On the other hand, the soft x-rays, ions and e]ectrons(G) are
slowed down or absorbed by the cavity gas; hence their movement away from the
explosion and towards the cavity walls may be enhanced by the presence of
channels. This means that 30% of the target yield may propagate back up the
plasma channels where the densities and stopping powers are lower. This could
lead to very high heat fluxes on the materials at the end of the channels.

In this study,(7) we have developed models to simulate the propagation of
non-neutronic energy down the plasma channels and have obtained some prelimi-
nary values for the heat fluxes both axially down the channel and radially out
from the channel into the colder surrounding cavity gas. A1l of the non-

neutronic energy is assumed to be initially converted to thermal radiation.



Figure 1 Light Ion Beam Target Development Facility
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In Section II, the computer model, which is a one-dimensional simulation of a
two- or three-dimensional effect, is described. Preliminary results are pre-
sented in Section III and conclusions and recommendations are made in Section
IV.

II. Computer Model

A one-dimensional Lagrangian hydrodynamics computer code, FIRE, has been
modified to simulate the multi-dimensional nature of blast wave propagation
through the cavity gas and down the plasma channels. This is done by first
running a series of one-dimensional simulations of the radial heat transfer
from the hot center of a channel to the surrounding cavity gas. From this, a
phenomenological law for the radial heat loss from a channel is obtained as a
function of the radiation energy density in the channel. This law for the
radial heat loss is then used in the calculation of the axial heat transfer
down the channel. These two types of heat transfer are depicted schematically
in Fig. 2 where channels are shown to be connected to the fusion generated
fireball. A1l x-ray, ion and electron energy from the microexplosion is as-
sumed to be stopped in an initial spherical fireball. The energy flows out of
the fireball into the plasma channel, then either down the channel or out into
the surrounding cavity gas.

The one-dimensional hydrodynamics code, FIRE,(8) includes radiation dif-
fusion and uses tabulated values of equation of state and opacity data. This
data is provided by the atomic physics code, MIXER,(Q) which uses either Saha
or Coronal equilibrium models to compute jonization states, depending on the
temperature and density of the gas, and uses a semi-classical optical model to

calculate photo-ionization, atomic line absorption, and inverse Bremsstrahlung.



Figure 2

Schematic representati

on of heat transfer in plasma channels.
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Where appropriate, Thomson scattering and absorption by plasma waves are also
included.

There are two changes needed in FIRE to do the axial transport calcu-
lation. The addition of a source term which represents the energy added to

the channel from the fireball is the first. This is written as
SF = ol A (1)

where Te is the temperature of the fireball, o is the Stefan-Boltzmann
constant, and AC is the cross sectional area of the channel. The other is a

loss term representing the radial heat loss which is written as
Ep (2)

where o 1is the loss coefficient determined by simulations of the radial
transport and Ep is the energy of the radiation in the channel. S s non-
zero only for the Lagrangian zone nearest the fireball while S| depends on the
radiation energy density in each zone.

The plasma and radiation energy transport equations are then rewritten.
For the plasma,

aT aT aP

p_ 3 Py _ p ,9V _
Cvp ot amo (Kp ar ) ETE'(ET) Tp * JR Jp * sF ’ (3)

where Cvp is the specific heat at constant volume, Tp is the plasma tempera-

ture, m, is the Lagrangian mass, Kp is the plasma conductivity, Pp is the

plasma pressure, V is the specific volume of the plasma, Jgp is the radiant



power density absorbed by the plasma and Jp is the power density lost to

emission by the plasma. For the radiation,

9 _ 9 0 ]
TER"‘a‘m‘(;(KRET N (4)

E,) - P

where Kp is the radiation conductivity, Pp is the radiation pressure, and u is
the hydrodynamic velocity. In both Egqs. (3) and (4), plane geometry is
assumed.

III. Results

The model outlined in Section II was used to calculate the propagation of
fusion generated energy down the plasma channels. Since the model is only
one-dimensional and the effects may be multi-dimensional, these results must
be considered preliminary until some two-dimensional calculations are done to
verify them. The purpose of presenting these preliminary results here is to
demonstrate which effects are important. Table I shows a list of parameters
for the calculations done which are consistent with a Light Ion Beam Target
Development Facility.

The radial energy loss was calculated for a number of channel radiation
energy densities. Results of a typical calculation are shown in Figs. 3 and 4
where the radiation temperature and the plasma temperature are respectively
plotted against distance from the center of the channel for various times.
These plots show how radiation from the hot channel center heats up the cavity
gas surrounding the channel. These calculations were done with FIRE in its
cylindrically symmetric form.

From these calculations, the radial loss coefficient, w , has been deter-

mined for several initial channel center radiation energy densities. These



Table |

LIGHT ION BEAM CHANNEL PARAMETERS

GAS TYPE ARGON WITH 0.2% SODIUM
AMBIENT GAS DENSITY 7x1017 ATOM/CC
GAS DENSITY IN CHANNEL 1.8x1017 ATOM/CC
AMBIENT GAS TEMPERATURE 0.05 eV
‘GAS TEMPERATURE IN CHANNEL 25 eV

(AT TIME OF MICROEXPLOSION)

NUMBER OF CHANNELS 60
LENGTH OF CHANNELS 3 m
RADIUS OF CHANNELS | 0.8 cm
INITIAL FIREBALL ENERGY 60 MJ

INITIAL FIREBALL VOLUME 6.5x10% cC



Figure 3

Radial radiation temperature profiles.
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PLASMA TEMPERATURE

Figure 4

Radial plasma temperature profiles.
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are plotted against radiation energy density in Fig. 5. This is not a single
valued function because at a given radiation energy density the gas surround-
ing the channel may be at any of a range of plasma temperatures. At a radi-
ation energy density of 10° J/g, w_varies by an order of magnitude. This
variation shows that in converting the problem from two-dimensional to one-
dimensional, there is an unavoidable loss of accuracy. However, the range of
w 1s known so that the sensitivity of the axial heat transport calculation to
this uncertainty may be tested. Also shown in Fig. 5 is the phenomenological
value for W »

o = 1.4 x 10° 52'138 sec’! |

where Ep is in J/g. This is the value of «_ used in all axial calculations
but those done to test the sensitivity to u .

Once w has been determined, the axial fireball propagation can be simu-
lated. Figure 6 shows how the total energy in the fireball decreases with
time. It has an irregular shape because the fireball loses energy at a rate
proportional to Tﬁ and the specific heat of the gas is a strong function of
temperature. The hydrodynamic motion of the gas in the channels is shown in
Figs. 7 and 8, where first the positions of the Lagrangian zone boundaries are
plotted against time and then the plasma mass density is plotted against
distance down the channel for various times. A four-fold increase in the mass
density is caused by the propagating blast wave. In Figs. 9 and 10, the
plasma and radiation temperatures are shown versus axial position and time.
From these two plots, one can see that channels cool off rapidly from initial

temperatures of 25 eV to about 1 eV. This is due to large losses in radiant
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Figure 7
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PLASMA MASS DENSITY

Plasma mass density profiles axially down channels.
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PLASMA TEMPERATURE
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Plasma temperature profiles axially down channels.
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RADIATION TEMPERATURE

Radiation temperature profiles axially down channels.
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energy to the cold cavity gas surrounding the channels. One may also see the
warm blast front propagating down the channel. Similar calculations have been
made for values of w_ that range over the order of magnitude of uncertainty
shown in Fig. 5. They are not greatly different from the results presented
here. This means that the results presented here are not very sensitive to
changes in w .

The energy balance for a channel is shown in Fig. 11. The fireball loses
60 MJ during the calculation and there are 60 channels so that each channel
receives 1 MJ from the fireball. Of this, only 13.4 J reaches the end of the
channels directly and 999,986.6 J are lost to the cavity gas. Once energy is
in the cavity gas, it is assumed to follow the behavior previously predicted
by spherical fireball calculations(10) (no channels). This spherical calcu-
lation predicts that 29 J/cm2 are uniformly radiated to the first wall of the
Target Development Facility. With the 13.4 J deposited at the end of the 1

sz

cross sectional area channels, the radiated energy density at the end of
the channels becomes 42.4 J/cmz. This is shown in the graph in Fig. 11.

The heat transfer to the cavity gas is roughly 10° times larger than the
transfer down the length of the channel, a fact which can be explained by
simple physical arguments. The area of the sides of a single cylindrical

2 compared with a cross sectional area of 2 cmz, SO

channel s 1.5 x 103 cm
that a factor of 103 is gained by the radial transport from the difference in
area. The atomic physics calculations in MIXER have shown that the important
radiation mean free paths for radial transport are typically 3 x 104 cm while
those governing axial transport are roughly 7 x 102 cm. Thus radial transport

gains another factor of 50 from the differences in opacities making a total

difference of 5 x 104 which is close to the observed difference.
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Figure 11

Schematic representation of preliminary energy balance in p]qsma channels
and density of energy radiated to first surface versus position on
surface.
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IV. Conclusions and Recommendations

A potentially important problem for light ion driven fusion devices has
been considered. The following conclusions may be made:

1. The results indicate that propagation of fireball energy down preformed
plasma channels increases the thermal load on the wall by roughly 50%, an
increase which can be accommodated by minor changes in the first wall
design.

2. It must be re-emphasized that the analysis of this problem treats it as
one-dimensional while it is actually a multi-dimensional effect. This
causes unavoidable uncertainty in the accuracy of the results, though the
sensitivity of the results to the loss coefficient was tested and found
not to be great.

As a consequence of this study, the following recommendations are made.

1. A two-dimensional simulation of fireball propagation down plasma channels
should be made to verify the results presented here.

2. The spherical fireball simulation should be done by including the losses
from the channel as a source instead of assuming that it behaves as if

there were no channels present.
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