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1. Introduction

The purpose of this report is to describe theoretical and computational work

performed during the 1996 calendar year in support of the FZK KALIF program. This

work, summarized in Table 1.1, has been concentrated primarily in two areas. First, we have

performed radiation-hydrodynamics, atomic physics, and collisional-radiative simulations of

KALIF proton beam-target interaction experiments. The purpose is to both assist in the

interpretation of aluminum Kα spectra obtained in KALIF applied-B diode experiments, and

to make predictions for Kα spectra emitted from silicon targets. Silicon has been discussed

as a possible target material in upcoming KALIF experiments. This work is discussed in

Section 2.

Second, we have made several improvements to our collisional-radiative code

NLTERT. This includes the addition of a continuum lowering model based on the occupation

probability method of Hummer and Mihalas [1]. In addition, the code was modified to solve

time-dependent multilevel atomic rate equations. This allows one to more accurately simulate

the ionization dynamics and spectra of low-to-moderate density plasmas. Examples include

low-density ion source plasmas used to generate intense ion beams, and moderate-density

plasmas through which intense ion beams can be transported.

Also during 1996, we participated in the first Non-LTE Kinetics Workshop in

Gaithersburg, MD. At this workshop, researchers from a variety of laboratories and

universities in Europe and the United States gathered to compare collisional-radiative

computer simulation results for a number of benchmark problems. Workshops of this type

are extremely valuable because they help identify strengths and weaknesses in simulation

codes, as well as the sensitivity of results to modeling methods and assumptions. Several

results from our calculations for this workshop are presented in Section 2. (Rules of the

workshop, however, do not permit us to present results from other codes.) The workshop was

particularly relevant to our work this year with FZK because it presented an opportunity

to benchmark the newly-implemented time-dependent collisional-radiative model and the

continuum lowering algorithm.
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Table 1.1. Tasks for 1996

1. Analyze X-ray spectra obtained in KALIF proton beam experiments.

(a) Compute atomic cross section data for target materials used in KALIF
experiments.

(b) Perform collisional-radiative equilibrium (CRE) calculations to predict Kα

spectra.

2. Upgrade CRE code (NLTERT) to include continuum lowering effects using occupation
probability model.

3. Modify CRE code to solve time-dependent rate equations for analyzing ionization
dynamics of moderate-density plasmas.

4. Document results in Final Report to FZK. Supply FZK with updated NLTERT code.
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2. Numerical Simulation of Kα Spectra Emitted by Al and Si
Targets

In this section, we present results from radiation-hydrodynamics, collisional-

radiative, and atomic physics calculations of Si and Al targets irradiated by an intense proton

beam generated by the KALIF pulse powered device. Results for Al targets irradiated in

KALIF applied-B diode experiments were discussed in detail in our interim 1996 report [2].

Here, we present new results for Si targets, and make several comparisons with the Al results.

In particular, we examine the temperatures achieved in the target, the magnitude of the Kα

flux from the Al and Si, and the target ionization and resultant space-dependent Kα satellite

spectra.

2.1. Proton Beam Parameters

Since the spectrometer views an area of the target which comprises a range of

temperature and beam intensity, both the space and time dependence of the proton beam

across the target must be accounted for. This spatial integration effect could be mitigated in

future experiments if targets could be fabricated in which a particular material (for example,

Si) saw only the most intense “central” portion of the proton beam. This would require a

small circular region with a radius <∼ the spot size of the beam.

A detailed description of the time- and space-dependent beam properties has been

presented in Ref. [2], and only a brief summary is presented here. We assume a Gaussian

beam profile in describing the space dependence. The current density distribution function

is

f(r) =
1

πR2
0

e−(r/R0)2

, (2.1)

where r is the distance from the center of the beam (assumed to be cylindrically symmetric),

and R0 is a constant which is related to the measured beam diameter by:

R0 =
FWHM

2(ln 2)1/2
, (2.2)

where FWHM is the full width of the beam at half maximum. In our simulations we use

R0 = 0.37 cm, which gives a FWHM of 0.62 cm.

In practice, the spatial dependence of the beam is accounted for in the simulations

by dividing the beam profile radially into 4 separate regions. For each region a 1-D radiation-

hydrodynamics simulation is performed using BUCKY-1 [3] to predict the depth-dependent
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plasma temperature and density, and ion beam kinetic energy (voltage) and current density.

Beam parameters used in each region are given in Ref. [2].

The time dependence of the beam used in our simulations is given in Figure 2.1.

This represents the peak current density (in space), so that the current density for region k

is:

J(rmin,k < r < rmax,k; t) = Jpeak(t) ·Ck , (2.3)

where Ck is a constant. (The values of Ck are tabulated in the last column of Table 2.1 of

Ref. [2].)

2.2. Simulation Results

For each of the 4 spatial regions (representing areas on the target plane being

irradiated at different beam intensities), 1-D radiation-hydrodynamics simulations were

performed. To obtain time-integrated Kα satellite spectra, output from the hydrodynamics

code at 10 ns intervals was post-processed using the NLTERT (CRE) code. The CRE

Kα spectra were then post-processed to: (1) perform the time-integration; (2) include the

instrumental spectral broadening (λ/∆λ = 1000); and (3) perform the space integration.

Simulations were performed for a 6 µm-thick Si target (ρ∆L = 14.0 mg/cm2).

Figure 2.2 shows the time-dependent mean temperature in each of the four regions (A →
center of beam; see Fig. 2 of Ref. [2]). For comparison, the temperatures from the 6 µm

Al simulation are shown as dashed curves. The peak temperature is predicted to be

approximately T = 30 eV at 60 ns. However, it is expected that the contribution to the

measured Kα spectra at times >∼ 60 ns is very small because the decrease in voltage at

late times leads to lower proton-impact ionization cross sections and significantly weaker Kα

line intensities. Figure 2.2 shows that for each of the regions, the Si temperature begins

to exceed the corresponding Al temperature when T rises above approximately 6 eV. This

may be due to Si having a greater number of free electrons (4 M-shell electrons available to

liberate versus 3 for Al), which leads to a higher stopping power.

Kα satellite emission spectra for the Si target are shown in Figures 2.3-2.5 for

Regions A, B, and C. Spectra are shown at 10 ns intervals for simulation times up through

70 ns. Note the change in the flux scale at the different times. Also note that these spectra

do not include instrumental broadening.

In Region A, it is seen that by 30 ns the dominant emission has shifted from the

“cold” Kα feature (λ = 7.12 Å) to O-like Si. Also, the intensity drops significantly due to
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opacity effects. The reason for the higher intensity of the cold feature is because of the lack of

vacancies in the 2p subshell. That is, the lower state of a Kα (1s – 2p) fluorescence transition

necessarily has a 2p vacancy. If the surrounding plasma has very few 2p vacancies (due to

having >∼ 10 bound electrons) there is very little opacity. Thus, until the temperature is

high enough to ionize the M-shell electrons and begin to excite or ionize L-shell electrons,

there is very little Kα line opacity.

Figure 2.5 shows that the peak Kα line flux from Region C occurs at a time of 40 ns,

which is substantially later than the peak time of Region A. This occurs, again, because of the

low opacity of the low ionization stage Kα lines. In fact, the calculated frequency-integrated

Kα flux for Region C at this simulation time is 3.0 times higher than that of Region A.

This occurs in spite of the fact that the current density in Region C is a factor of 2.4 times

lower than Region A. Thus, our simulations predict that a time-resolved x-ray image of this

particular target would show a relatively bright ring surrounding a dimmer interior at this

simulation time.

Figure 2.6 shows the corresponding Kα satellite absorption spectra for Region A

for this 6 µm Si target. During the first 20 ns, no absorption features are present between

λ = 6.8 Å and λ = 7.2 Å. As the plasma heats up, absorption from the Kα transitions of

higher and higher ionization stages appears. As pointed out earlier, due to the weakness

of the Kα emission lines at late times, absorption spectroscopy may be the best method of

characterizing the plasma conditions at late times.

Figures 2.7–2.9 show Si Kα absorption spectra over a wider wavelength range for

Regions A, B, and C. The Kα (1s – 2p) lines appear at λ ∼ 6.8 − 7.2 Å. Kβ (1s – 3p)

absorption lines appear at shorter wavelengths. In these figures, the Kβ absorption for each

ionization stage appears as a narrow feature. This is simply an artifact of the relatively

small number of energy levels included in these calculations which involve Kβ transitions.

A physically realistic spectrum will include a large number of lines (qualitatively similar to

the Kα features). As the plasma heats up, absorption features from higher ionization stages

appear.

There are several items worth noting in Figures 2.7–2.9. First, for targets which

are a few microns thick, backlighter photons at energies above the bound-free K-edge are

predominantly absorbed. When the plasma is cold, this edge appears near λ = 6.66 Å. As the

plasma heats up, the wavelength of this inner-shell photoionization edge shifts significantly

to shorter wavelengths. It is important to realize, however, that the edge will not appear as

a “clean”, isolated edge as shown in these figures. This is because the presence of 1s – 4p,
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1s – 5p, 1s – 6p, ... transitions should lead to a more continuous increase in the

opacity as these transitions “merge” into the photoionization edge. Nevertheless, the large

wavelength shift in the K-edge of successively higher ionization stages should provide useful

complementary information about the state of the target plasma. This information could be

especially valuable in experiments where relatively low spectral resolutions are available.

Figure 2.10 shows the time- and space-integrated Kα emission spectrum for Si. Also

shown is the corresponding spectrum for Al (from Ref. [2]). The spectra are qualitatively

similar, but there are some important differences. Figure 2.10 shows that the magnitude

of the peak Kα flux for Al is about 1.8 times higher than that for Si. The lower Si Kα

fluxes are at least in part due to the lower proton-impact ionization cross sections for Si (see

Section 2.3). Also note that the flux from the N-like feature of Al is about 3 times higher

than that of Si. This is in part due to the fact that, for a given temperature, Al will tend to

have fewer bound electrons that Si. We caution, however, that the methodology for setting

up the atomic physics cross section files was different for Al and Si. Therefore, the predicted

differences in the magnitudes of the Al and Si Kα fluxes must be considered preliminary at

this point. The dependence of the total Kα x-ray flux on the target atomic numbers is also

discussed in Section 2.3.

2.3. Dependence of Proton Impact Ionization Cross Sections and Fluorescence

Yields on Target Atomic Number

Targets composed of sodium, magnesium, aluminum, and silicon (Z = 11 − 14)

have been considered for Kα spectroscopy beam-target interaction experiments at FZK.

In this section, we present results for calculated proton-impact ionization cross sections and

fluorescence yields for these elements. The goal is to provide some insights on the dependence

of Kα line intensity on atomic number. Although the Kα flux also depends on a number of

parameters (the target ionization state, opacity effects, proton beam parameters), it is useful

to examine in some detail the beam-impact ionization cross section and fluorescence yield

as the intensity of individual Kα lines is proportional to each of these quantities.

To calculate proton impact ionization cross sections, we use a CPSSR model [4],

which is a modified plane-wave Born approximation model. Figure 2.11 shows comparisons

of our calculated cross sections with experimental data for several cold targets with atomic

numbers ranging from 10 to 18. It can be seen that very good agreement is achieved for all

targets over a wide range of proton energy.
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Figure 2.11. Comparison of calculated and experimental proton-impact ionization cross
sections for Ne, Mg, Al, and Ar.

17



In Figure 2.12, we present the single K-shell ionization cross sections as a function

of proton energy for the target state 1s2 2s2 2p6 3s1 of four different elements: Na, Mg, Al,

and Si. In order to see the dependence on ionization state, we also show the corresponding

cross section curve of the cold Si (Si I). We can see that at 2.5 MeV, the proton impact

ionization cross section for this isoelectronic sequence decreases 40% as the nuclear charge

increases by 1, while the decrease is somewhat larger (∼ 70%) for proton energies of 0.5 MeV.

This effect can be seen more clearly in the bottom plot of Figure 2.12, where all the cross

sections are scaled to the corresponding values of Al.

The effect of target nuclear charge on fluorescence yield is shown in Figure 2.13. It

is seen that the fluorescence yield increases as the target nuclear charge increases. Thus, for

a given isoelectronic sequence, an increase of the target nuclear charge leads to a decrease

in the K-shell ionization cross section and an increase in the fluorescence yield. Note that

the x-ray production cross section is proportional to the product of the inner-shell ionization

cross section and the corresponding fluorescence yield. Hence, the net change of the x-ray

production cross section is less sensitive than that of the K-shell ionization cross section for

different target materials. It is important to note, however, that the fluorescence yields

of different autoionizing states can be dramatically different (∼ a factor of 2–3 is not

uncommon). Thus, the x-ray flux also depends on the ionization/excitation state of the

plasma. Figure 2.14 shows our calculated x-ray production cross sections for Na, Mg, Al,

and Si. It can be seen that the overall x-ray production cross section decreases as the target

nuclear charge Z increases.
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Figure 2.12. (Top) Calculated K-shell proton-impact ionization cross sections for Na I,

Mg II, Al III, Si IV. In each case the target state configuration is 1s2 2s2

2p6 3s1. (Bottom) Same cross sections scaled to σK (Al III) = 1.
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Figure 2.13. Calculated fluorescence yield as a function of atomic number for 1s2 2s2 2p6 3s1

isoelectronic sequence (top curve with squares) and cold (i.e., neutral) atoms

(bottom curve).

20



Figure 2.14. X-ray production cross sections for 1s2 2s2 2p6 3s1 isoelectronic sequence.

21



3. Improvements to Collisional-Radiative Modeling

During the past year, we have made several improvements to our collisional-

radiative spectral analysis code NLTERT. These include (1) modifying the solution of the

multilevel atomic rate equations to allow for a time-dependent solution; and (2) including a

continuum lowering model based on the occupation probability formalism of Hummer and

Mihalas [1]. In this section we provide a description of these models, some sample results,

and a description of how they are implemented in NLTERT.

3.1. Time-dependent Collisional-Radiative Model

For experiments involving low-to-moderate density plasmas, the plasma conditions

can sometimes change on time scales which are fast compared to the “relaxation” times of

various collisional and radiative processes. In such situations, an accurate calculation of the

atomic level populations requires the solution of time-dependent atomic rate equations. For

a multilevel system, the atomic rate equations can be written as:

dni
dt

= ni

NL∑
j 6=i

Wij +
NL∑
j 6=i

njWJi , (i = 1, NL) (3.1)

where ni is the population of atomic level i, Wij and Wji are the depopulating and populating

rates of level i due to level j, and NL is the total number of levels in the system. For upward

transitions (i < j),

Wij = Bij J̄ij + neCij + (3.2)

+ βij + ne γij +Rion
ij +Rhot e

ij ,

while for downward transitions,

Wji = Aji + Bji J̄ji + ne Dji + (3.3)

+ ne (αRRji + αDRji ) + n2
e δji + Ωji ,

where ne is the electron density and J̄ij (≡
∫

φij(ν)Jν dν) is the frequency-averaged mean

intensity of the radiation field for a bound-bound transition. The rate coefficients in the

above equations are:

Aij = spontaneous emission

Bij = stimulated absorption (i < j) or emission (i > j)
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Cij = collisional excitation

Dij = collisional deexcitation

αRRij = radiative recombination

αDRij = dielectronic recombination

βij = photoionization plus stimulated recombination

γij = collisional ionization

δij = collisional recombination

Rion
ij = ion beam impact ionization/excitation

Ωij = autoionization

Rhot e
ij = hot (non-Maxwellian) electron ionization/excitation.

Note that NLTERT now has the capability to also model non-Maxwellian electron

distributions, which is relevant to problems in which a “hot” electron component can affect

spectra.

Previously in NLTERT, collisional-radiative equilibrium (CRE) was assumed, and

the LHS of Eq. (3.1) was set to zero. In this case, the ni are simultaneously determined by

inverting a matrix using LAPACK [6]. When CRE is not assumed, one must solve a coupled

set of ordinary differential equations (ODE’s). To do this, we utilize the LSODE package

[7]. Examples of the use of the time-dependent option are given in Section 3.3.

3.2. Pressure Ionization Modeling with Occupation Probability Formalism

A significant difference between atomic structure for isolated atoms and those in

the plasma is the finite number of bound states in the latter case. As the plasma density

rises and the number and intensity of interparticle interactions increases, less tightly bound

states are strongly perturbed, broadened into distributions resembling conduction bands, and

ultimately destroyed and shifted into the continuum. These phenomena imply a pressure

ionization which leads at very high densities to a fully ionized plasma comprising, in the

first approximation, an ideal gas of degenerate electrons that can move freely with respect

to a “lattice” of bare ions. Pressure ionization is primarily a volume effect: when particles

are jammed closely together, bound electron orbitals filling too large a volume fail to survive

and the electrons migrate from atom to atom.
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The destruction of excited (unoccupied) levels with high quantum numbers affects

the plasma emission or absorption opacity. At very high densities, pressure begins to release

electrons from occupied core levels. This increases the average ionization state and changes

the plasma energy, pressure, and transport coefficients.

During the past several decades, many different pressure ionization models have

been developed [8–11]. A summary of various pressure ionization models is presented in

Ref. [12]. A procedure for modeling pressure ionization has recently been suggested by

Hummer and Mihalas [1] called the “occupation probability formalism”. In this procedure,

a factor, wijk (0 ≤ wijk ≤ 1), is introduced for each atomic level. The physical significance

of wijk is that it is the probability of finding the ion in question in state i relative to

that of finding it in a similar ensemble of non-interacting ions. Alternatively, wijk can be

considered as a factor expressing the survival probability of the level due to the perturbation

of surrounding particles, neutral and charged. The survival probability has to be calculated

directly from a physical description of interparticle interactions. It is here that one makes

contact with atomic physics and can attempt to introduce some level of realism into the

model.

In the model suggested by Hummer and Mihalas, perturbations by neutral particles

are based on an excluded volume treatment, and perturbations by charged particles are

calculated from a fit to a quantum mechanical Stark ionization theory. The level survival

probability of level i of ion j of species k can then be expressed as [1]:

wijk =
∫ βijk

0
dβPH(β) ≡ Q(βijk), (3.4)

where

PH(β) = (2β/π)
∫ ∞

0
dy exp(−y3/2) y sin(βy) (3.5)

is the Holtsmark distribution function. The numerical calculation of the Holtsmark

distribution P (β) and its cumulative Q(β) can be accomplished with the scheme developed

by Hummer [13]. The critical value of β is a function of plasma conditions and can be written

as:

βijk =
Kijk(I2

ijk/4Zjk)(4πa3
0/3)

−2/3N1/3
ion

Ne
. (3.6)

An alternative, but more computationally efficient, approximate expression of wijk is:
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ln wijk = −
(

4π

3

){∑
ν′k′

nν′k′
[
(rijk + r1ν′k′)

3 + β(r1jk + r1ν′k′)
γ
]

+ 16

√zjk + 1 e2√
Kijk Iijk

3 ∑
s6=e

nsz
3/2
s

 . (3.7)

Here the index ν′ runs over neutral particles, nν′k
′ is the number density of neutral particle

of species k′, rijk is the radius assigned to a particle in state i of ion j of species k, Iijk is the

ionization potential of such a particle, zjk is the net charge of a particle of ion j of species

k, β and γ are two empirical parameters, and ns is the number density of the charged ion.

Zs is the net charge of the ion, s runs over all charged particles except for electrons, and

Kijk =


1 pi ≤ 3

16

3
(

pi
pi + 1

)2 pi + 7/6

p2
i + pi + 1/2

pi > 3
(3.8)

is a quantum mechanical correction and pi is the effective quantum number of the state i.

The occupation probability formalism has several advantages. First, the wijk

decrease continuously and monotonically as the strength of the relevant interaction increases

relative to the binding energy of a level. Second, the continuous state-by-state fadeout with

decreasing wijk allows one to assure continuity of all material properties (pressure, internal

energy, opacity, etc.). Finally, the probabilistic interpretation of wijk allows one to combine

survival probabilities from statistically independent interactions. It is thus straightforward

to allow for the simultaneous action of different mechanisms, as well as of several different

species of perturbers by any one mechanism. Thus, the method provides a scheme for

treating partially ionized plasmas, and it goes smoothly to the limits of completely neutral

or completely ionized gas.

3.3. Implementation of Time-Dependent Collisional-Radiative and Pressure

Ionization Models in NLTERT

Next, we give two examples of a time-dependent collisional-radiative model.

Both cases are test problems from the Non-LTE Kinetics Workshop, which took place in

Gaithersburg, MD, in August 1996. The first case involves an Ar tracer in an imploding

hydrogen plasma, which is relevant to present-day ICF capsule implosion experiments. The
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second involves a recombining carbon plasma, which is motivated by short pulse laser

experiments.

Figure 3.1 shows the input file for the first example. Input to the problem includes

the time dependent electron density and temperature, which are shown in Figure 3.2. Here,

it is seen that a slow increase in the electron density and temperature occurs until about

1.2 ns, at which time both increase very abruptly. The purpose of the simulation is to track

the time-dependent ionization dynamics of the Ar tracer.

In the input file for this simulation, integer switch ISW(1) = 1 specifies that this is a

time-dependent collisional-radiative simulation. The variables ISW(11), NTIMES, DELTAT,

and TIMEND are used to set up the simulation time grid and end time. At each point in

this time grid the rate coefficients are updated and the multilevel atomic rate equations are

solved to get new atomic level populations. The time-dependent electron temperature and

density in this simulation are not supplied in the NAMELIST input file, but are read in

from a file named ‘TimeDep.Plasma.vs.t’. This file is read by subroutine RDPLAS. The

time grid in the plasma specification file and the simulation time grid are generally different.

A time-interpolation is performed to get Te and ne at the appropriate simulation time.

Figure 3.3 shows results for the mean charge state, Z̄, as a function of time. Here,

it is seen Z̄ rises slowly up to a value of 6.5, and then rapidly increases to Z̄ ≈ 15.5 at 1.2 ns,

which is the time when ne and Te increase dramatically.

Figure 3.4 shows the input file for the time-dependent collisional-radiative

simulation of the recombining carbon plasma. In this case, the electron temperature and ion

density are constant in time (ISW(41) = 0, TEMPEL = 2 eV, DENSNN = 1019 ions/cm3).

The carbon is initially fully ionized (ISELCT = 2 for that level, and ISW(6) = -1). A

simulation time grid is set up which is uniformly spaced logarithmically in time. The initial

time is TCRMIN = 10−16 s, the final time is TCRMAX = 10−8 s.

In this simulation, the continuum lowering model is set as follows. ICONTL is

used to specify whether the occupation probability model is to be utilized and whether the

ionization threshhold is to be adjusted downward (continuum lowering). The switch ISW(51)

specifies whether the exact formula for the occupation probability, wijk in Eq. (3.5), is to be

used, or whether the approximate formulation (Eq. (3.8)) is utilized. Note that by setting

ISW (51) = nmax, a discrete cutoff in the principal quantum number is performed. That is,

wn = 1 for n ≤ nmax and wn = 0 if n > nmax.



  
$

in
p

u
t1

 c
 .
..
  
  
  
  
  
  
  
  
  
T

IM
E

 S
T

E
P

P
IN

G
 p

a
ra

m
e

te
rs

 c
  
  
  
  
  
  
  
  
  
  
  
  
if 

is
w

1
 =

  
0

 =
>

 s
te

a
d

y-
st

a
te

 c
a

lc
u

la
tio

n
 c

  
  
  
  
  
  
  
  
  
  
  
  
if 

is
w

1
 <

>
 0

 =
>

 t
im

e
-d

e
p

e
n

d
e

n
t 
ca

lc
u

la
tio

n
  
  
 is

w
(1

) 
=

 1
 c

  
  
  
  
  
  
  
  
  
  
  
  
th

e
re

 s
h

o
u

ld
 b

e
 N

T
IM

E
S

+
1

 v
a

lu
e

s 
fo

r 
T

IM
S

IM
 c

  
  
  
  
  
  
  
  
  
  
  
  
if 

is
w

1
1

=
0

 =
>

 s
p

e
ci

fy
 t
im

e
s

 c
  
  
  
  
  
  
  
  
  
  
  
  
if 

is
w

1
1

=
1

 =
>

 u
n

ifo
rm

 t
im

e
s 

g
iv

e
n

 b
y 

"d
e

lta
t"

 c
  
  
  
  
  
  
  
  
  
  
  
  
if 

is
w

1
1

=
2

 =
>

 u
n

ifo
rm

 lo
g

-s
p

a
ce

d
 t
im

e
s 

g
iv

e
n

 c
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
b

y 
tc

rm
in

, 
tc

rm
a

x
  
  
 is

w
(1

1
) 

=
 1

  
  
 n

tim
e

s 
=

 3
0

0
  
  
 d

e
lta

t 
=

 0
.0

2
e

-9
  
  
 t
im

e
n

d
 =

 2
.e

-9
 c

 
  
  
 r

to
lls

 =
 1

.e
-4

  
  
 a

to
lls

 =
 1

.e
-1

2
  
  
 m

fls
  
 =

 2
1

 c
 

 c
 .
..
  
  
  
  
  
  
  
  
  
if 

is
w

4
2

<
>

0
, 
h

o
ld

 e
le

ct
ro

n
 d

e
n

si
ty

 c
o

n
st

a
n

t
  
  
 is

w
(4

2
) 

=
 0

 c
 .
..
  
  
  
  
  
  
  
  
  
P

h
o

to
e

xc
ita

tio
n

/p
h

o
to

io
n

iz
. 
(s

ki
p

 if
 is

w
7

,is
w

8
<

>
0

)
  
  
 is

w
(7

) 
=

 1
, 
1

 c
 .
..
  
  
  
  
  
  
  
  
  
C

O
N

T
IN

U
U

M
 L

O
W

E
R

IN
G

 P
A

R
A

M
E

T
E

R
S

 c
  
  
  
  
  
  
  
  
  
  
  
  
if 

ic
o

n
tl=

0
 =

>
 c

o
m

p
u

te
 o

cc
 p

ro
b

 &
 c

o
n

t 
lo

w
e

ri
n

g
 c

  
  
  
  
  
  
  
  
  
  
  
  
if 

ic
o

n
tl=

1
 =

>
 c

o
m

p
u

te
 o

cc
 p

ro
b

 o
n

ly
 c

  
  
  
  
  
  
  
  
  
  
  
  
if 

ic
o

n
tl=

2
 =

>
 c

o
m

p
u

te
 c

o
n

t 
lo

w
e

ri
n

g
 o

n
ly

 c
  
  
  
  
  
  
  
  
  
  
  
  
if 

ic
o

n
tl<

0
 =

>
 c

o
m

p
u

te
 n

e
ith

e
r

  
  
 ic

o
n

tl 
=

 0
 c

  
  
  
  
  
  
  
  
  
  
  
  
if 

is
w

5
1

=
0

 =
>

 u
se

 H
u

m
m

e
r 

a
p

p
ro

x 
fo

rm
u

la
 f
o

r 
w

_
n

 c
  
  
  
  
  
  
  
  
  
  
  
  
if 

is
w

5
1

=
1

 =
>

 u
se

 H
u

m
m

e
r 

e
xa

ct
 f
o

rm
u

la
 f
o

r 
w

_
n

 c
  
  
  
  
  
  
  
  
  
  
  
  
if 

is
w

5
1

<
0

 =
>

 u
se

 n
p

ri
n

_
m

a
x 

=
 -

is
w

5
1

  
  
 is

w
(5

1
) 

=
 0

 c
  
  
  
  
  
  
  
  
  
  
  
  
co

n
(6

0
) 

d
e

fin
e

s 
co

n
tin

u
u

m
 lo

w
e

ri
n

g
 d

e
lta

-E
 c

  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
[1

st
 le

ve
l w

h
e

re
 o

cp
ro

b
 <

 c
o

n
6

0
]

  
  
 c

o
n

(6
0

) 
=

 0
.1

 c
  
  
  
  
  
  
  
  
  
  
  
  
if 

is
w

6
0

=
0

, 
se

t 
d

E
 o

f 
a

ll 
le

ve
ls

 o
f 
sa

m
e

 io
n

 c
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
to

 d
e

cl
o

w
(i
u

p
p

e
r)

  
  
 is

w
(6

0
) 

=
 0

 c
 .
..
  
  
  
  
  
  
  
  
  
S

T
A

R
T

IN
G

 P
O

P
U

L
A

T
IO

N
S

 c
  
  
  
  
  
  
  
  
  
  
  
  
is

w
6

=
-1

=
>

 p
o

p
’s

 a
re

 u
se

r 
sp

e
ci

fie
d

 w
ith

 is
e

lc
t=

2
 c

  
  
  
  
  
  
  
  
  
  
  
  
is

w
6

=
1

 =
>

 L
T

E
 p

o
p

u
la

tio
n

s 
a

t 
T

=
T

E
M

P
IN

 c
  
  
  
  
  
  
  
  
  
  
  
  
is

w
6

=
2

 =
>

 C
R

E
/t
h

in
 p

o
p

u
la

tio
n

s 
a

t 
T

=
T

E
M

P
IN

  
  
 is

w
(6

) 
=

 -
1

 c
 .
..
  
  
  
  
  
  
  
  
  
G

R
ID

 a
n

d
 T

H
E

R
M

O
 P

A
R

A
M

E
T

E
R

S
  
  
 ig

e
o

m
 =

 1
  
  
 n

zo
n

e
s 

=
 1

 c
 .
..
  
  
  
  
  
  
  
  
  
  
Z

o
n

in
g

 s
w

itc
h

e
s

  
  
 is

w
(1

5
) 

=
 0

  
  
 is

w
(4

4
) 

=
 0

 c
 

  
  
 r

a
d

m
in

 =
 0

. 
  
  
  
  
  
  
  
  
  
  
  
 

  
  
 r

a
d

m
a

x 
=

 1
.6

e
-7

  
  
 d

ra
d

m
n

 =
 1

.6
e

-8
 c

 .
..
  
  
  
  
  
  
  
  
  
  
if 

is
w

4
1

=
0

 =
>

 u
se

 c
o

n
st

a
n

t 
(i
n

p
u

t)
 t
h

e
rm

o
 p

ro
p

s
 c

  
  
  
  
  
  
  
  
  
  
  
  
if 

is
w

4
1

=
1

 =
>

 r
e

a
d

 in
 t
im

e
-d

e
p

e
n

d
e

n
t 
p

la
sm

a
 c

  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
co

n
d

iti
o

n
s 

fr
o

m
 

  
  
 is

w
(4

1
) 

=
 1

 c
  
  
  
  
  
  
  
  
  
  
  
  
co

n
9

1
 =

 m
in

 T
_

e
 a

llo
w

e
d

  
  
 c

o
n

(9
1

) 
=

 1
.

 c
 .
..
  
  
  
  
  
  
  
  
  
A

T
O

M
IC

 D
A

T
A

 p
a

ra
m

e
te

rs
  
  
  
n

g
a

se
s 

=
 1

  
  
  
ili

n
e

p
 =

 3
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 

 c
 A

r
  
  
  
ir
e

a
d

a
(1

) 
=

 1
  
  
  
a

to
m

n
m

(1
) 

=
 1

8
.

  
  
  
a

to
m

w
t(

1
) 

=
 4

0
.

 c
  
  
  
  
  
  
  
  
  
  
  
=

=
=

=
=

=
=

=
=

=
=

=
=

=
=

=
=

=
=

=
=

=
=

 c
 .
..
  
  
  
  
  
  
  
  
  
S

E
L

E
C

T
 L

E
V

E
L

S
 F

O
R

 A
R

G
O

N
 c

  
  
  
  
  
  
  
  
  
  
  
=

=
=

=
=

=
=

=
=

=
=

=
=

=
=

=
=

=
=

=
=

=
=

 c  c
  
A

r 
I 
  
  
  
A

r-
lik

e
  
  
  
is

e
lc

t(
  
 1

,1
) 

 =
 2

, 
1

0
*1

 c
  
A

r 
II
  
  
  
C

l-
lik

e
  
  
  
is

e
lc

t(
  
3

3
,1

) 
 =

 1
0

*1
 c

  
A

r 
II
I 
  
  
S

-l
ik

e
  
  
  
is

e
lc

t(
 1

0
0

,1
) 

 =
 1

0
*1

 c
  
A

r 
IV

  
  
  
P

-l
ik

e
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

  
  
  
is

e
lc

t(
 1

7
0

,1
) 

 =
 1

0
*1

 c
  
A

r 
V

  
  
  
 S

i-
lik

e
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

  
  
  
is

e
lc

t(
 2

4
0

,1
) 

 =
 1

0
*1

 c
  
A

r 
V

I 
  
  
 A

l-
lik

e
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 

  
  
  
is

e
lc

t(
 2

7
6

,1
) 

 =
 1

0
*1

 c
  
A

r 
V

II
  
  
 M

g
-l
ik

e
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

  
  
  
is

e
lc

t(
 3

1
1

,1
) 

 =
 1

0
*1

 c
  
A

r 
V

II
I 
  
 N

a
-l
ik

e
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

  
  
  
is

e
lc

t(
 3

4
7

,1
) 

 =
 1

0
*1

  
  
  
  
  
  
  
  
  
  
  
 

 c
  
A

r 
IX

  
  
  
N

e
-l
ik

e
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

  
  
  
is

e
lc

t(
 3

8
4

,1
) 

 =
 1

0
*1

 c
  
A

r 
X

  
  
  
 F

-l
ik

e
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

  
  
  
is

e
lc

t(
 4

1
7

,1
) 

 =
 1

0
*1

 c
  
A

r 
X

I 
  
  
 O

-l
ik

e
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

  
  
  
is

e
lc

t(
 5

5
6

,1
) 

 =
 1

0
*1

 c
  
A

r 
X

II
  
  
 N

-l
ik

e
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

  
  
  
is

e
lc

t(
 7

6
1

,1
) 

 =
 1

0
*1

 c
  
A

r 
X

II
I 
  
 C

-l
ik

e
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

  
  
  
is

e
lc

t(
 9

4
2

,1
) 

 =
 1

0
*1

 c
  
A

r 
X

IV
  
  
 B

-l
ik

e
  
  
  
  
  
  
  
  
  
  
  
  
  
 

  
  
  
is

e
lc

t(
1

0
8

4
,1

) 
 =

 1
0

*1
 c

  
A

r 
X

V
  
  
  
B

e
-l
ik

e
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

  
  
  
is

e
lc

t(
1

1
8

7
,1

) 
 =

 1
0

*1
 c

  
A

r 
X

V
I 
  
  
L

i-
lik

e
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

  
  
  
is

e
lc

t(
1

3
1

8
,1

) 
 =

 2
4

*1
 c

  
A

r 
X

V
II
  
  
H

e
-l
ik

e
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

  
  
  
is

e
lc

t(
1

3
8

4
,1

) 
 =

 3
4

*1
 c

  
A

r 
X

V
II
I 
  
H

-l
ik

e
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 

  
  
  
is

e
lc

t(
1

4
3

4
,1

) 
 =

 1
0

*1
 c

  
A

r 
X

IX
  
  
 F

u
lly

 io
n

iz
e

d
  
  
  
is

e
lc

t(
1

4
5

4
,1

) 
 =

 1
 c

 
  
$

e
n

d

t e

F
ig

u
re

3.
1.

In
p
u
t

fi
le

fo
r

ti
m

e-
d
ep

en
d
en

co
ll
is

io
n
al

-r
ad

ia
ti

v
si

m
u
la

ti
on

of
A

r-
d
op

ed
im

p
lo

d
in

g
ca

p
su

le
.

27



0.00 0.50 1.00 1.50 2.00
Time (nsec)

10
20

10
21

10
22

10
23

10
24

N
e (

cm
-3
)

0.00 0.50 1.00 1.50 2.00
0

500

1000

1500

2000

2500

T
e (

eV
)

Figure 3.1. User-specified time-dependent electron density and temperature for Ar-doped
imploding capsule simulation.
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Figure 3.2. Evolution of Ar mean charge state for Ar-doped imploding capsule simulation.
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Figure 3.5 shows the time-dependent mean ionization state of the recombining

carbon. Results are shown for 4 cases. The solid curve represents the case in which the

occupation probability model was used. Also shown are 3 results in which a user-specified

cutoff in the principal quantum number, nmax, is utilized. It is seen that the early-time

recombination is very sensitive to nmax. This is due to the fact that collisional (3-body)

recombination into high-n states dominates the recombination process. If more high-n states

are available for recombining, the rate is enhanced. Note that the occupation probability

model gives an effective nmax of ∼ 7 to 8 (in this case, the dissolution of high-n states is

continuous). Plottable results for the mean charge are written to the file ‘zbar.vs.time’.
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Figure 3.3. Evolution of mean charge state for carbon recombination problem. Solid
curve: occupation probability model. Other curves indicate assumed maximum

principal quantum number.
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